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Preface to iPRES 2012 Conference Proceedings

From October 1-5, 2012, the University of Toronto’s Faculty of Information was pleased to
host the ninth annual iPRES Conference. Previous conferences were held in Beijing (2004,
2007), Gottingen (2005), Ithaca, NY (2006), London (2008), San Francisco (2009), Vienna
(2010), and Singapore (2011). The next conferences were planned for Lisbon (2013),
Melbourne (2014), and Chapel Hill (2015).

The Organizing Committee was pleased to note that the event continued to garner
significant interest, with well over 100 submissions received from 25 countries around the
world. Most proposals came from the United States and the United Kingdom, but Portugal,
Austria, Germany, Canada and the Netherlands were significant sources of proposals as
well. Four workshops and five tutorial sessions were approved, as well as 42 papers and
two panel presentations delivered during 16 sessions.

The conference hosted three keynote presentations: Steve Knight of the National Library of
New Zealand gave a paper on “Implementing Guidelines for Preservation of Digital
Heritage”; Kevin Ashley, Director of the UK’s Digital Curation Centre on “Good Research,
Good Data, Good Value: the Digital Curation Centre and the Changing Curation Landscape”;
and Yunhyong Kim of blogforever, whose paper was entitled “Digital Preservation: A Game
of Prediction”. Technical sessions at the conference were on central preservation topics like
Preservation Assessment, Training, Preserving Text Objects, Site Reports, Business
Processes, Preservation Environments, Models, Concepts, and Community Approaches.

The conference also hosted an exciting poster/demo session that showcased the excellent
work of some colleagues; presentations by students seemed especially impressive. The
Poster Award went to Jamin Koo and Carol Chou for their presentation entitled “PDF to
PDF/A: Evaluation of Converter Software for Implementation in Digital Repository
Workflow”. The poster/demo session, along with the conference banquet that followed,
proved to be an excellent opportunity for academics, students, industry representatives and
other professionals involved in digital preservation to network and share information.

Two corporate sponsors generously assisted the work of iPRES 2012: ExLibris Rosetta and
Preservica both provided time and resources to the Conference, and deserve considerable
credit for their efforts in the field; the University of Toronto’s Faculty of Information
provided not only staff support to the conference, but also funded the first annual poster
award.

The organizing committee was delighted with the success of the conference, and wishes to
note that the conference would not have occurred without the efforts of many members of
the program review committee, who gave generously of their time. The programme and
conference co-chairs also wish to express their gratitude to the local organisers who did so
much to make the conference a success and to create a welcoming environment for
attendees.

Reagan Moore, Program Committee Chair
Kevin Ashley, Conference Co-Chair
Seamus Ross, Conference Co-Chair
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ABSTRACT

In the beginning, SPAR, the National Library of France's
repository, was designed as the OAIS softwarified. It was
intended to be a "full OAIS", covering all preservation needs in
one tidy system. Then as its potential revealed itself across the
library, high hopes arose for a do-it-all digital curation tool. Yet in
day to day preservation activities of the BnF, it turns out that
SPAR's growth takes a practical approach to the essentials of
preservation and the specific needs of communities. Renewed
dialogue with producers and users has led to the addition of
functions the digital preservation team would not have thought of.
This is very clear in what has been created to ingest the BnF's web
archives into SPAR, giving the community more information on
their data, and in what is taking shape to deal with the BnF's
administrative archives, adding new functionalities to the
system.The difference between what preservations tools and what
curation tools should be at the BnF will have to be examined over
time, to ensure all the communities' needs are met while SPAR
remains viable.

Keywords
Digital Curation; Preservation Repository; Web Legal Deposit;
Digital Archives.

1. INTRODUCTION: BUILDING A
REPOSITORY

In the beginning SPAR was designed as a comprehensive digital
preservation tool. But we had to reduce its initial scope, and ended
up using it for wider purposes than preservation.

1.1 The Original Vision

The National Library of France has been working on building a
digital repository to preserve its assets since 2005. This project,
called SPAR (Scalable Archiving and Preservation Repository), is
intended to be as comprehensive a digital preservation tool as
possible. Quite logically, it initially encompassed all the various
aspects of digital preservation:

—  Full range of functions. SPAR meant to implement all the
OAIS entities that could be automated: ingest workflow
through Ingest, Storage and Data Management functions;
dissemination workflow through Storage, Data Management
and Access functions; last but not least, a preservation
workflow through Preservation Planning and Administration
interfaced with the aforementioned workflows.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial

—  Full range of assets. SPAR aimed at storing and preserving
a very wide range of assets with heterogeneous legal statuses
and technical characteristics, from digitized text, image,
video and audio content to digital legal deposit, digital
archival records and databases, and third-party archived
content.

—  The range of preservation levels. On this double workflow-
and content-oriented approach, SPAR aimed at allowing all
possible preservation strategies (bit level refreshment and
media migration, format migration and emulation) depending
on the legal and technical aspects of the corresponding asset.

1.2 Making It Feasible: Prioritizing the
Developments and Tightening Up the Scope

This long-term vision could not be achieved in a fully-fledged
system and organization in a single run, so the problem and vision
had to be split into discrete, manageable, prioritizable bits. This
resulted in two aspects:

1.2.1 Splitting the Functions: a Modular Approach
SPAR was designed as a set of interrelated modules, which
allowed the system to be developed and updated on a per-module
basis. Each OAIS entity was fully implemented as an autonomous
module in the system, which communicates with other modules
through standard RESTful web services. But all functions did not
have the same urgency: before assessing any preservation plans
on objects, they first had to be ingested in, and accessed from, a
repository. Thus, the development of the Preservation Planning
module had to be delayed.

1.2.2 Segmenting the Document Sets: the Tracks and

Channels
The preservation policies differed depending on the documents:

— Legal aspects: the digital assets to be preserved can be
subject to various legal frameworks: legal deposit law;
archival records preservation and curation duty law;
intellectual property laws and their exceptions for heritage
institutions; convention with third party organizations for
third party archiving; donations; and so on. Depending on the
legal framework of the assets, the library will not be allowed
the same range of actions to preserve them.

— Life cycle management issues: sometimes it is crucial to
have the ability to fully delete all the versions of an AIP in a
repository for legal purposes (e.g. for archival records);
sometimes it is the exact opposite, with a guarantee that no

advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. iPRESS2012, Oct 1-5, 2011, Toronto, ON, Canada. Copyright 2012, Digital Curation Institute, iSchool, University of Toronto.
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deletion of any “version 0” will ever be done (e.g. for born-
digital legal deposit); finally, in some cases this might
change over time (e.g. digitization, depending on the
condition, rarity and complexity of the source physical
document);

—  Preservation strategy / Significant properties: sometimes
the content and layout must be preserved (e.g. digitized
books), sometimes the top-level priority is the intellectual
content (e.g. some archival records), sometimes the user
experience is almost as important as the content itself (e.g.
“active content” like video games, or born-digital heritage
like web archives).

These assets could be grouped in different ways, but few were
really satisfactory. Grouping them by document category was
not very efficient, because different policies could be applied to
the same kind of document depending on what is the National
Library of France’s obligation to preserve it. For example, a born-
digital asset will not necessarily be managed the same way if it
has been ingested as Legal Deposit or submitted by a third party
organization. Grouping the assets on the basis of the curation
services responsible for them was deemed incompatible with
long-term preservation as it would be based on the organization
chart, which frequently changes over time. Finally, a legal
framework distinction seemed well-suited but insufficient, since
the same legal framework can be applied to objects with
heterogeneous technical characteristics.

However, all these aspects were to be taken into consideration
somehow. In other terms, the problem was to find the right
balance between the legal, technical and organizational aspects.

This was achieved by grouping the assets into tracks and
channels. Each track had a set of digital objects belonging to the
same legal framework and overall curatorial characteristics, and
targeted at a particular user community. Example of tracks
included:

—  Preservation of digitized books, periodicals and still images
—  Audiovisual content

—  Web legal deposit

—  Negotiated legal deposit

—  Archival records preservation

—  Donations and acquisitions against payment

Each track is then subdivided into one or more channels, which
group together assets with homogeneous technical characteristics.

The first track and channel to be developed was the digitization of
books, periodicals and still images, for pragmatic reasons:
achieving a critical mass of archived objects very quickly to
secure preservation budgets; and achieving a good proportion of
the metadata management needs by coping with the best known —
and thus most documented — content.

1.3 Making It Real: Back to the Reality

Principle

When developing the core functions of SPAR, the team quickly
faced huge delays in developments, partly because of the
“research and development” aspect of the project and the very
specific needs of the BnF in terms of scale, performance and
variety of data objects. The functional scope had thus to be
reduced. This choice was made on the basis of two criteria:

—  Where were the development challenges and failure risks
highest?

—  What could be abandoned, at least for the moment, while
maintaining an up-and-running consistent workflow?

The Access functions were therefore abandoned, as both the most
risky part and the dispensable one. For the digitization
preservation track alone, the BnF’s needs in terms of AIP to DIP
transformations (thumbnails, low and medium resolution for web
browsing, PDF downloadable content, etc.) were very hard to
scale up to the mass of collections at stake (1,5 million DIPs).

From the perspective of our aforementioned different repository
workflows, the Ingest, Storage and Data Management modules
had priority over the Access and Rights management ones. The
library Information System already had existing, though
perfectible, applications to manage the digital library and the
rights management part. So the scope of our Access module was
reduced to the mere dissemination of AIPs. The access and rights
management functions were reported to the Access existing
applications and Designated User communities for each track.

1.4 It’s Alive! Making It Run and Keeping It

Growing

With the aforementioned phasing methodology and scope
reduction, SPAR went operational in May 2010 for its first core
functions and track. From then on, the developments strongly
focused on ingesting new content by working on new tracks and
channels:

—  Third party storage (summer 2010): functions to receive
content from outside the library

— Audiovisual track: audio and video digitization, and CD-
audio extraction (spring 2011): audio and video files analysis
functions, and management of complex structures such as
multimedia periodicals;

—  Web legal deposit (spring 2012): management of container
file analysis (especially ARC files; see below)

Advanced systems administration functions were also added
during the first year, and they mostly consisted in helping the IT
team manage workflows as efficiently as possible, e.g. to plan
mass AIP dissemination and mass fixity checks.

In other terms, the development policy was centered around
SPAR as digital library stacks: optimizing the ingest workflows,
receiving new kinds of assets (and developing the functions
required to do this). This resulted in an increased shared
knowledge between curators and preservationists. For each new
track, during the design stages, this was initiated with the
exchange of knowledge about the digital preservation tool on one
hand and the assets at stake and user community needs on the
other hand. However, this knowledge of the preserved assets was
unexpectedly increased by the preservation tool itself in action.

1.5 Using It: a Digital Collection Knowledge
Utility?

The first concrete effect SPAR had on collection curation was
indeed the increased available knowledge that was gained on the
ingested digital assets, especially regarding their history and
overall technical characteristics. The audiovisual track was a good
example of such added knowledge, acquired during the tests:

— Image compression problems: the curators discovered that
some CD boxes and phonogram image shots were LZW-
compressed, a format considered risky at the BnF because
there was no in-house expertise on it. These images had to be
de-compressed before they could be ingested.
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—  Unexpected video frame rate structure: unorthodox 15
frames-GOPs (Group of Pictures)' and even variable ones
were found. As the content could all the same be displayed, it
was decided to ingest and preserve them “as is” but keep all
these characteristics in the repository metadata where they
could be tracked down.

These two facts were unknown to the library’s audiovisual content
curators, since they had no impact on the rendering. In this way
SPAR’s file analysis functions” allowed increased knowledge of
the collection’s technical characteristics. From a long-term
perspective, it lowered preservation risks by removing some risky
features (e.g. compression) or documenting them (e.g. the GOP)
so that the corresponding files could be specifically retrieved in
the future.

These features were made possible by SPAR’s data management
module, which documents nearly all the information required for
our AIPs (technical characteristics and file formats, operations
performed from creation to the present, policies for ingest and
preservation, structure and basic description of the intellectual
content) in the form of a RDF database accessible through a
SPARQL endpoint [5].

In the end, the design and testing was a very special moment
where curators found SPAR gave them a better grasp of the nature
and arrangement of their collections. This demonstrated one
particular benefit of SPAR where the primary aim was not
preservation but rather knowledge of the assets, and therefore
curation. This aspect gained even more momentum in the web
archives track and the digital archives track.

2. WEB ARCHIVES
2.1 A Track with Very Specific Needs

Since 2006, thanks to an extension of its mission of legal deposit,
BnF is mandated to collect and preserve the French publications
online [6]. The whole set of data publicly available on the French
Internet is concerned: videos, public accounts on social networks,
blogs, institutional websites, scientific publications, and so on.
BnF uses robots (crawlers) that harvest data from the web and
store it in ARC files®. The major characteristics that guided the
development of the web archives track in SPAR were determined
by the specific legal and technical status of these collections:

- legally: long-term preservation, forbidding the deletion of the
data, the obligation of preserving the original documents as
collected and, at the same time, to give access to the data ;

- technically: data which result from an automatic crawl and
even from a succession of different production workflows
(by the BnF but also by others partners, by different crawlers,
etc.), a wide range of formats and objects.

' The Group of Pictures is a way to document how the moving
image stream is divided into full frames and, if any,
intermediary frames that only list the differences from the next
frame in a predictive fashion. See
http://en.wikipedia.org/wiki/Group_of pictures.

2 SPAR identifies formats with a Java-packaged File UNIX
command, and analyses image and text with JHOVE, audio and
video with Mediainfo, and ARC container files with JHOVE2.

ARC is a container format designed for web archives (see
http://archive.org/web/researcher/ArcFileFormat.php). Its
evolution, the WARC format, is an ISO standard (28500:2009)

3

Of course, the digital legal deposit track’s design benefited from
the development and reflections on the pre-existing tracks
(audiovisual and digitization tracks), and will in turn nourish the
next ones (third-party, negotiated legal deposit and administrative
tracks). For example, as opposed to the previous tracks, the legal
deposit one was bound to strictly forbid the modification or
deletion of the original data objects: what the BnF collects by
legal deposit must be kept and preserved for access. This question
also concerns the administrative archive (see below).

Another example is the preservation of the user experience. For
the web archive, not only the content itself, but also its
environment of consultation matters; this is not the case for the
digitization preservation track for books, periodicals and still
images, where content is predominant. To this end, the crawler
declares itself as a browser; in order to ensure the harvesting of
the content as it was offered to the user. The access to the archive
is by an embedded browser and the data must be collected and
preserved to enable it to be displayed as on the live web.

2.2 The Challenge of Diversity

It is planned for the web archives to enter SPAR in the automatic
legal deposit track. In a way, this track is probably the one which
is the most deeply linked with the basic aims of SPAR. The
obligation of long-term preservation is impossible under the
current conditions of storage of the collections (hard drives and
storage bays with no preservation system), and SPAR is the only
way for the Library to fully perform its duty. In addition, the
diversity of these collections increases the difficulty of preserving
and knowing them; only a system dedicated to the treatment of
digital collections could permit us to curate such objects.

During the implementation of this track, solutions to several
technical challenges had to be found. One of the main issues for
web archives preservation is the lack of information on harvested
file formats: the only available one is the MIME type sent by the
server, which is frequently wrong [7]. To this end, the
developments included the design of a Jhove2 module for the
ARC format®. It is able to identify and characterize ARC files but
also the format of the files contained within them. This tool will
bring the librarians unprecedented knowledge on their collections.
Along the same lines the “containerMD” metadata scheme’ was
implemented to allow the recording of technical information for
container files.

BnF web archive collections are made of several data sets which
came from different harvesting workflows [8], in different
institutions with various practices (the BnF, the Internet Archive
foundation, Alexa Internet which worked with IA). SPAR was a
natural choice for preserving these web archives, but some
adjustments were necessary on both sides, and particularly the
homogenization of the different collections into one data model.
Inside the track, five channels were distinguished, according to
the workflow using for the harvest. Not every channel has the
same level of description and metadata. The librarians knew from
the beginning the major differences between the channels, but this
knowledge was markedly improved by the implementation of the
track and the necessary work of homogenization.

4 See https://bitbucket.org/jhove2/main/wiki/Home. Development
of a WARC module for Jhove2 is currently performed by the
Danish Netarchive.dk team.

>On containerMD, see http://bibnum.bnf.fr/containerMD.
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2.3 Knowing Collections by Implementation
The SPAR team is now close to the end of the implementation of
the digital legal deposit track, which began two years ago. This
provides an opportunity to consider the choices made at the
beginning of this work.

RDF was chosen as the indexation model in SPAR. The triple-
store capacity is limited, and the stand was taken not to index
some data of the ARC files, especially the associated files. During
a crawl performed by Heritrix and NAS, files are produced with
reports and metadata about the crawl (crawl log, hosts reports,
seed list); the large size of these files made their complete
indexation impossible. Thus it is impossible to obtain by a
SPARQL query the list of the harvest instances containing a
certain domain name. This was a conscious choice made during
the development of the track, and therefore a known limit of the
knowledge about the collections.

On the other hand, a lot of metadata are indexed and therefore can
support a SPARQL query. Especially, SPAR ingests reference
information about agents performing preservation operations,
which can be performed by humans (administrators, preservation
experts), software tools (identification, characterization and
validation tools) and processes in SPAR (such as the ingest and
package update process). Performing these requests allows
precious statistic, technical or documentary information to be
retrieved about the collections:

- for example, the list of the crawlers (“agent”) and the version
used by channel can be produced by querying the agent
linked to the harvest event with a role of “performer”:

Table 1. Response to a SPARQL query on crawling software
tools for each channel

channelld agentName
fil_dl_auto_cac |Heritrix 1.10.1
fil_dl_auto_cac |Heritrix 1.12.1
fil_dl_auto_cac |Heritrix 1.14.0
fil_dl_auto_cac |Heritrix 1.14.2
fil_dl_auto_cia |Heritrix 1.14.1
fil_dl_auto_cia |Internet Archive
fil_dl_auto_his |Alexa Internet
fil_dl_auto_htt |HTTrack 3.10
fil_dl_auto_htt |Alexa Internet
fil_dl_auto_htt |HTTrack 3.30
fil_dl_auto_nas |Heritrix 1.14.3
fil_dl_auto_nas |Heritrix 1.14.4
- another example is the list of harvest instances with
“elections” in their title or description:

Table 2. Response to a SPARQL query on harvest instances
concerned by the electoral crawls

Harvest definition Title
ark:/12148/bc6p03x7j.version0.release( BnF elections 2002
ark:/12148/bc6p03z7s.version0.release0 BnF elections 2004

ark:/12148/bc6p03zdS.version0.release0 BnF elections 2007

At the end of the implementation process, testing the possibilities
of SPARQL queries on this track allowed the discovery of a few
bugs or mistakes. But most of all, it gave the opportunity to fully
consider the tool offered for the management of the collections.

The heterogeneity of data models between web archives from
different periods was a strong obstacle that prevented from having

a common view on the BnF collections. The alignment of those
data models and the possibility of requesting all collections the
same way thanks to the data management module will permit
getting similar metrics for all kind of assets. In that way SPAR
will help providing the BnF the statistics and quality indicators
necessary to measure and evaluate its collection. A list of these
indicators is currently designed by a dedicated ISO working
group, whose draft recommendations influenced the
implementation of the web archives track®.

Testing the preingest phase for the test dataset also allowed the
application of comprehensiveness tests. Each ARC metadata AIP
contains a list of all ARC files produced by the harvest instance,
as the outcome of a harvest event. Automatically comparing such
lists with the ARC data files actually ingested in SPAR may prove
very useful with old collections, for which there is a risk of losing
data. It ensures too that incomplete or defective datasets cannot
enter SPAR, which could otherwise be problematic for the
preservation process. This new feature has been added to the
administration module GUL

2.4 Outside of SPAR

SPAR is the natural way to preserve the web archives over the
long term. But in the meantime, several migration and packaging
operations are performed outside of SPAR, which could have
been thought of as typical preservation operations. For example,
the BnF is planning to migrate all its ARC files to WARC files,
thanks to specific migration tools. These tools will not be part of
the SPAR workflow, but will be external. However, all the
operations on the collections will be documented in the system, as
the PREMIS data model, the cornerstone for SPAR’s RDF data
model, allows the monitoring of each “Event” related to a file or a
file group. The traceability of this kind of operation is key
information to the curation of digital collections.

On the later crawls, the data harvested by the Heritrix are
prepackaged and enriched by metadata on the harvest by the
curator tool, NAS. So the majority of the metadata on the harvest
itself is pre-existing and therefore quite easily controlled by the
librarians. This could be seen as easier on a daily basis, but it is
also restrictive because every modification of the external tool
must be made in the perspective of the ingest in SPAR. It forces
the librarians to consider their collections from a preservation
point of view and reinforce the consistency of the collection.

3. A DIFFERENT KIND OF COMMUNITY:
ARCHIVES IN THE LIBRARY

3.1 Yet Another Track

During 2012, the SPAR team has been focusing on the ingestion
of archives. The plan is to build experience with the BnF’s own
documents, with a view to expanding its third-party preservation
offer in the process, to records and archives in other institutions.
In preparing the requirements for a new tender to further develop
the system, starting this fall, the preservation team is learning yet
again how taking into account new producers and designated
communities is pushing the services of the Archive, and even its
philosophy, in new directions.

® The ISO TC46/SC8/WG9 is currently working on a Technical
Report (ISO TR 14873) on Statistics and Quality Issues for Web
Archiving that will be validated and published within a year.
See also [2] on the question of web archive metrics.
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3.1.1 Different Legal Requirements

Although France has promulgated a unified code of law for its
cultural heritage, the Code du Patrimoine7, in 2004, it does not
imply that a library could pick up archives and know what to do
with them. And yet, the BnF has been producing records of its
activities, and has been managing its own administrative archives,
from the paper ages to the digital times. It has created a dedicated
bureau to do so, recruiting archivists trained in the specificities of
records management and the curation of historical archives,
regardless of their medium.

Thus, in order to preserve the growing digital part of these
archives, the SPAR team is now dealing with a new kind of
producer and user community, and information managed under
different rules of law. In the system, this translates into the
creation of a new “track” for “administrative and technical
production”.

The main constraints that differ widely from the digital
preservation team’s previous endeavors with digitization and legal
deposit stem from the added complexity of the information
lifecycle: there is a much higher chance that information may be
accessed and reused to create new versions of documents, and,
above all, it may, and sometimes must, be deleted. The law on
public archives requires that, once they are no longer in active
use, documents that are not important for administrative,
scientific, statistical or historical purposes should be weeded out
of archives. Should different service levels then be applied to
different stages in the lifecycle? Up to which point can sorting and
eliminating records be automated? The role of SPAR in this
process is beginning to take form.

3.1.2 A Specific Technical Environment

While acclimating to this different legal context, the digital
preservation team also has to take into account an increased
variety of documents and data, and specific work environments.
The BnF’s archives encompass the usual office documents —
word processing, spreadsheets, slides and PDFs, — as well as a
long trail of varied file formats, and the number of documents not
in a format from the Microsoft Office suite increases steadily over
the years. The library also produces highly specific records of its
activities using specialized business software, such as financial
databases or architectural plans.

From the first overview of this "track" in SPAR, it had thus been
posited that several separate "channels" would be required to deal
with the various types of records from the library's activities, and
interact with their different production environments. A choice
was made to focus this year on what is supposed to be the most
standard of those channels, the one for regular office work
records.

Yet there are challenges, given that the documents are stored and
classified using proprietary software, IBM Lotus Notes. In
addition, the BnF's agents tend to use this software in an
idiosyncratic manner, in spite of the library archivists’ efforts over
the past years to fit it closely to the library's records production.
Moreover, it would seem that the designated community for this
part of the Archive is the largest SPAR has ever had to serve so
far: producers and users of the administrative records are the
library agents as a whole.

7 The latest version of which is available, in French, at
http://www.legifrance.gouv.fr/affichCode.do?cidTexte=LEGIT
EXT000006074236 (accessed 21 May 2012).

Their representatives in the working group piloting SPAR's
developments are brand new to the process, and bring a new and
highly technical knowledge to the building of the repository: the
BnF's two archivists have experience in records management and
archival law, its Lotus administrator understands the workings of
data and metadata in the document-oriented databases. Following
the needs of the designated community for this new "channel for
administrative production” is again changing the original contour
of the SPAR system.

3.1.3 A New Set of Challenges

With the first tender for the development of SPAR's software
ending in January 2012, it was decided that a first study of the
requirements for the Administrative Channel would serve as an
evaluation tool for potential new contractors. In the few months of
this first investigation of the needs for the preservation of the
BnF's administrative archives, issues emerged regarding which
data and metadata to collect, create, preserve and disseminate. For
instance, SPAR's team had never had to deal before with

— a greater attention to the issue of integrity and authenticity:
the records and archives world is much more concerned with
the possibility that a document may be required in a judicial
context, where it will be necessary to prove that it has not
been tampered with. What this means in a digital
environment has yet to be clarified by jurisprudence;

— a lifecycle that may require documents to be accessed and
modified in their original production environment, and, later
on, in an updated or different business management
environment that would have to interpret the original data
and metadata correctly, and allow complex use of it;

— a more pressing need for a mechanism to delete AIPs and
trace those deletions.

Other institutions and companies have had to solve such problems
before®, but in the context of a library, and at this point in the
development of SPAR, they are likely to be the source of a whole
crop of new features in the system.

3.2 How to Manage: Verify, Migrate, Delete?
Given that preserving records is not necessarily new business, the
BnF did not set out to reinvent the wheel, but existing solutions
for records management and digital archiving did not fit the
library's preservation plan:

— the core functions of SPAR have been designed to be
generic, i.e. deal with information packages from all tracks
and channels with the same processes. Introducing a whole
new system was not considered an option;

—  the requirements for the modernization of the French
administration have first focused on a specific set of records
that do not match the diversity of data in the BnF's Lotus
Notes bases, nor its specific structure.

There is a national standard for the exchange of archival data
(“Standard d'échange de données pour l'archivage”, SEDA®) that
the BnF will implement to deal with the messages and metadata
attached to information transfer between producers, Archive and

8 Regarding rendering office documents for instance, Archives
New Zealand's recent report is illuminating [4].

® Schemas, tools and profiles are available, in French, at
http://www.archivesdefrance.culture.gouv.fr/seda/ (accessed 14
May 2012). A version 1.0 of the standard is in the works.
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users. However, to create an interface between Lotus Notes and
SPAR, this standard might not be fitting or necessary.

Moreover, the integrity of the BnF's Lotus databases is secured by
multiple replications. The role of SPAR in the preservation of
administrative production was rapidly defined by the working
group as long term preservation of archives, not bit level
preservation in the records management processes. Which of the
records management processes, then, have to be maintained when
the lifecycle of the records brings them to the point when they are
ingested into the SPAR repository?

3.2.1 The Problem with Signatures

The BnF's archivists and IT specialists have secured authenticity
in the library's records management through user authentication,
digital signatures — to prove a record’s origin, and access control
lists — to manage access rights to the application, document, view
and item levels. Whether this information can, and should, be
carried over to the SPAR repository is a question the BnF has to
research further. At this point in the specifications of the future
Administrative Channel, it seems that it would be a Sisyphean
task to renew the certificates associated with the signatures
regularly since the certificates have a lifetime of a few years, and
most of the BnF's archives reaching SPAR are to be preserved
indefinitely.

It may however be useful to verify each document's signature at
the moment the documents are transferred from the Lotus
databases to the first stages of the ingest process. The signature
files themselves might even be included in the METS manifest of
the information packages if their durability can be proved. It
seems likely, however, that the main assurance of the records’
authenticity will come from sustaining and demonstrating the
trustworthiness of SPAR's processes. This actually agrees with the
practices of the producers and users of this Administrative
Channel: the BnF's archivists rely as much on available
documentation as on their skills in analyzing records for clues
about their provenance, authenticity and integrity. In the working
group, they told the preservation team they did not expect digital
records to conform to an authenticity standard that has never been
required in the paper world.

3.2.2 Conciliating Preservation and Access: Instant
Migration

As can be expected in a large institution such as the BnF,
constraints about number of users and budget, licensing fees in
particular, make it difficult to switch to the latest and most easily
preserved technologies. The library still relies on the 2003
Microsoft Office Suite, for example, with only binary formats
available so far. Furthermore, the diversity of the library's
activities means that no limit can be imposed on the file formats
used, although the use of Word, Excel and PowerPoint files as
attachments is facilitated, and represents about half of the files
present in the databases.

The Administrative Channel processes must guarantee that the
archived documents can be rendered again at any time in the
Lotus Notes interface, in all their diversity. Which means that the
specific structure of the Lotus document-oriented databases must
be preserved as well: each document is stored in a series of fields,
regardless of what could be considered data, or metadata. The
items in a document encompass detailed provenance information,
as well as rich content and attachments. Lotus provides an export
and import function in a proprietary XML format, DXL, that may
solve the issue.

Meanwhile, the service level for these documents in SPAR must
be better than the bit-level preservation in an extraction in a
proprietary XML format, and it must guarantee not only future
rendering, but also modification of the data: relying on emulation
alone might not be enough. The SPAR team is investigating the
following approaches so far (see Figure 1):

— recording the visual aspect of the original document in a
standardized format, using Lotus' PDF export capabilities for
instance;

— taking the encapsulated files out of the DXL export of the
document, making them easier to identify, characterize or
migrate over time;

—  transforming the remaining data in the DXL files to an open
format, such as XHTML;

— making it all apparent in the "USE" attribute of the
corresponding file groups in the METS manifest of the
information packages.

Historically, files that are considered the focus of preservation are
in the file group that has a USE "master". Here, it would
correspond to a standardized representation of the Lotus document
and the formerly encapsulated files. The Lotus document without
its attachments, where all the descriptive and provenance
information would remain, would, in its transformed version,
make up a file group with the USE "documentation", which
designates in SPAR the set of files containing metadata that
cannot be entirely incorporated to the METS manifest but should
be accessed for preservation planning. This document in its
proprietary DXL format would be part of a new type of file group
in SPAR, with the USE attribute "original": working with the
designated community of the Administrative Channel has made
the SPAR team realize that it lacked a USE in its nomenclature for
files that are not the primary object of preservation but must be
stored for reuse in their original environment.

Lotus export SIP

ThisDoc.xml (DXL) Y

Info.xml (XHTML)

ThisDoc.xml (DXL)

attachment1.doc

‘L| attachment1.doc |
attachment2.ppt |~

‘l| attachment2.ppt

ThisDoc.pdf ThisDoc.pdf

Figure 1. Creating a SIP from a Lotus Notes document

Using a similar logic, it appeared that in order to maintain
usability of the Lotus documents in their original environment and
to secure a higher service in the preservation process, attached
files in proprietary formats could be transformed as well. This
would be better accomplished not at the SIP creation stage, which
deals with the way the Lotus export is recomposed, but within the
system, according to the preservation planning capacities of
SPAR at the time of the ingest. For example, a Microsoft Word
binary file could be transformed into an Open Document file. The
original Word file would be preserved in the information package
for dissemination via the Lotus Notes interface, but would be
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moved to the file group with the USE "original", while the new
Open Document file would now be part of the file group with the
USE "master", as the option chosen for long-term preservation
actions (see Figure 2).

As for the DIPs, depending on the time and context of
dissemination, they could combine files from file groups of
different uses. This is yet another function that the SPAR team has
had to take into account rapidly as a result of the dialogue with the
representatives of producers and users in the Administrative
Channel, since the repository so far can only disseminate DIPs
that are an exact copy of the AIPs.

SIP AIP

Info.xml (XHTML) Info.xml (XHTML)

| ThisDoc.xml (DXL) l—->| ThisDoc.xml (DXL) l

attachment1.doc

attachment1.doc

attachment1.odt

attachment2.ppt
ThisDoc.pdf

Figure 2. Migrating and moving files from SIP to AIP
3.2.3 Ending the Lifecycle: How to Delete

More flexibility at the access stage was something planned at the
design stages of SPAR, that was scaled back because the
communities for the first channels had no use for it, and moved
forward again when producers and users made the case for its
importance in their collection curation processes. Another
example of these shifting priorities to serve the community is the
deletion function. In the beginnings of the SPAR project, a
lifecycle was devised for every AIP in the system: their first
version, or version 0, would be preserved forever, as well as the
latest one, and the one before, to allow for rollback. The
implementation of this model was delayed, all the more since the
first channels in SPAR contained collections whose forms were
stable and was preservation was infinite.

attachment2.ppt
ThisDoc.pdf

Working with the records managers and their IT counterparts has
shown the SPAR team that the deletion mechanisms have to be
much more supple, while remaining simple, because of the high
degree of human expert intervention in the lifecycle decisions.
Although the documents in Lotus contain information regarding
the duration of preservation required that is automatically
assigned according to the document type, it cannot be used to pilot
lifecycle decisions in SPAR: the intervention of an archivist to
decide which documents are part of a closed case and are ready to
be archived in the repository is necessary. Similarly, the BnF's
archivists must validate all deletions. Moreover, these deletions
have to be properly documented.

Given the design of SPAR, a solution might be to submit SIPs
describing a "deletion request" event in their METS manifests.
This would update the AIPs to include a "deletion processed"
event documenting the action in their manifests while ridding
them of their data objects, and set off the deletion of all previous
versions of the AIPs. In any case, integrating such new and crucial

abilities into a functioning system will be an interesting challenge
for the end of the year.

4. CONCLUSION: CURRENT
ACHIEVEMENTS AND NEXT STEPS
4.1 Coverage of the OAIS Model

In its original conception, SPAR was intended to implement,
as strictly as possible, of the OAIS model — indeed both OAIS
models, the information and the functional models. Considering
what has been achieved, to what extent has this objective been
reached?

4.1.1 Information Model

The repository uses the full typology of information in the
OALIS information model — but its precise nature, the way it is
organized and the level at which it can be found highly differs
from one track to another. In the digitization and audiovisual
tracks, most metadata are recorded in the METS manifests. These
METS files directly express structural metadata, and thanks to
other metadata schemes embedded in METS, contain
representation information (in MIX for images, textMD for text
and MPEG-7 for audiovisual content), provenance and context
information (in PREMIS), and descriptive information (mainly in
Dublin Core). Fixity (checksums) and reference information
(ISBN for books, persistent identifiers for all kind of documents,
etc.) are included as well.

On the contrary, in the web legal deposit track, some
representation information (MIME types of each contained file) is
directly available in the ARC files, but is not described in METS.
Moreover, METS files contain very few structural metadata, as
the structure of web archives is already recorded in the hyperlinks
present in the archived web pages. Descriptive information is only
available at a very high level. In the end, it is perhaps in the use of
PREMIS for context and provenance that the different tracks are
the most similar.

As for rights metadata, which were not identified as such in
the first version of the OAIS, they are not described yet in the
metadata profiles. However, any descriptive, context or
provenance information may be the basis for rights metadata, as
they may help deduce the legal statuses of the documents. In fact,
the very definition of each track depends on the legal status of the
documents in it.

4.1.2 Functional Model

As to the functional model, one might consider that all
functional entities have been implemented in SPAR modules — but
at very different levels of completion. Modules highly related to
collection knowledge and collection storage reached a high level
of achievement: the ingest module extracts and computes a large
number of metadata, which can be requested by the data
management module. The storage and “storage abstraction
services” modules are able to choose dynamically between
different media storage and on what physical sites data should be
stored. On the other hand, the access entity functional scope has
been reduced to the bare minimum: to extract requested AIPs as
they are from the system.

Yet the SPAR system has never been thought as a dark
archive or a black box, but as an accessible system. However,
designing a generic access module, able to create custom DIPs for
digitized books, video games as well as web archives, is an
objective currently beyond reach — and too ambitious for a project
which was intended to show concrete results in a few years.
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Finally, there is still work to be done on the administration
and the preservation planning sides. New administration features
are added each time new tracks and channels are developed, but a
lot of improvements can be made on interfaces and ergonomics.
These enhancements will probably be accelerated by the growing
number of users as new challenges appear.

The preservation planning aspect is also less developed than
what is expected in the OAIS model. On one hand, many
functionalities of SPAR help design preservation strategies.
Knowledge gathered at ingest, especially during identification and
characterization processes, represents the cornerstone of a
preservation strategy. On the other hand, we still do not have any
tool to match automatically formats to preservation strategies.
One of the next steps would be to let the system interact with
format repositories like UDFR.

4.2 Next Steps

The second main phase of development will therefore extend
the scope of SPAR in several directions:

- ingesting new types of collections. The administrative
archives track is the next one to be integrated; electronic
periodicals acquired by the BnF, e-books and other digital-born
documents collected through legal deposit will have to follow.

- improving existing tracks, by adding new channels for
instance. These new channels could be based, not only on the
legal and technical statuses of the documents, but also on their
scientific, heritage or financial value — taking into account the fact
that this value may evolve through times.

- opening the repository storage and preservation facilities
to the BnF’s national partners using SPAR’s third-party archiving
track — in the heritage realm or not. This is probably less a
technical than an organizational issue: to whom should these
services be offered? At what cost? Who will be liable in case of
problems?

- defining the professional profiles involved in the
development and the daily use of SPAR. Until now, the
development of the SPAR project has been followed on a day-to-
day basis by two kind of professional profiles: IT engineers
(developers and analysts) and “digital preservation experts”, i.e.
librarians with a strong technical knowledge, who are in charge of
assessing and maintaining metadata and data formats.
Representatives of the Producers and User communities are also
involved in the design stages of their tracks. However, a larger
permanent working team is needed to maintain the live system
while the developments continue. The content curators need to be
more involved in the preservation of the collections they helped
creating. Otherwise, digital collection curation and preservation
will never be considered mainstream librarian activities.

The human part of digital preservation has probably been the
least studied up to now, even though a working group called
ORHION (Organization and Human Resources under Digital
Influence) has been since 2009 dedicated to these issues [1 and 3].
A whole librarianship activity needs to be built around the SPAR
system. Who will manage the system? Who will be able to send
requests to the data management module? Who will be able to
update metadata? Who will decide on preservation actions? This
points to a general problem about the Designated communities
and the frontier in their daily work between preservation and
curation activities: is SPAR designed to be a digital curation tool
as well as a preservation repository, or must new tools be
developed as new needs are identified?

In its first design, SPAR was supposed to be a fully integrated
digital preservation system. It is now a secure storage repository
that offers its communities the ability to know and to manage all
their digital collections. Some preservation actions happen outside
SPAR- but the system is able to document them. On the other
hand, SPAR makes a lot of information available for the first
time, giving insight and control on the digital collections it holds.
From this point of view, SPAR is redesigning the frontiers
between preservation systems and curation tools at the BnF,
reinventing librarianship for digitized and digital-born collections.
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ABSTRACT

Researchers across a range of fields have been inspired by the
possibilities of data-intensive research. In many cases, however,
researchers find themselves unable to take part due to a lack of
facilities, insufficient access to data, cultural disincentives, and a
range of other impediments. In order to develop a deeper
understanding of this, UKOLN, University of Bath and Microsoft
Research have been collaborating on developing a Community
Capability Model Framework (CCMF) designed to assist
institutions, research funding-bodies and researchers to enhance
the capability of their communities to perform data-intensive
research. This paper explores the rationale for using capability
modelling for informing the development of data-intensive
research and outlines the main capability factors underlying the
current version of the CCMF.

Categories and Subject Descriptors
H.2.8 [Database Management]: Database Applications -
Scientific databases

General Terms

Management, Measurement, Performance, Design, Economics,
Human Factors

Keywords
Data-intensive research, Fourth Paradigm, capability modeling,
research data, managing research data

1. INTRODUCTION

Following the publication of The Fourth Paradigm [1],
researchers across a range of fields have been inspired by the

possibilities of data-intensive research, that is, research involving
large amounts of data, often combined from many sources across
multiple disciplines, and requiring some degree of computational
analysis. In many cases, however, researchers find themselves
unable to take part due to a lack of facilities, insufficient access to
data, cultural disincentives, and a range of other impediments. In
order to develop a deeper understanding of this, UKOLN,
University of Bath and Microsoft Research have been
collaborating on developing a Community Capability Model
Framework (CCMF) designed to assist institutions, research
funding-bodies and researchers to enhance the capability of their
communities to perform data-intensive research by:

e profiling the current readiness or capability of the
community;

e indicating priority areas for change and investment, and;

e developing roadmaps for achieving a target state of
readiness.

In this paper, we will introduce the current version of the
CCMF, outline some of the concepts underlying it and explain
how it came to be in its current form.

2. DEFINITIONS

Data-intensive research belongs to what Gray [2] has termed the
Fourth Paradigm of science, that is one primarily based on large-
scale 'data exploration'. It is typified by workflows where
researchers only apply their academic insight to data after an
intense period of data collection and processing, with the
processing stages dominant. Most 'big-science' disciplines - e.g.,
high energy physics, astronomy - are inherently data-intensive,
while fields like the life sciences and chemistry have been utterly
transformed in recent decades by the sheer quantity of data
potentially becoming available for analysis [3]. Even the
humanities and social sciences are not exempt from this 'data
deluge,’ e.g. with the emerging interdisciplinary fields of
computational social science [4] and 'culturomics' [5].

One of Gray's key insights was that current data
infrastructures were largely insufficient to deal with the vast
amounts of data being produced [6, 7]. For example, Kolker, et al.
[8, p. 142] comment that in the life sciences, "existing data
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storage resources and tools for analysis and visualization lack
integration and can be difficult to disseminate and maintain
because the resources (both people and cyberinfrastructure) are
not organized to handle them."

The CCMF is intended to provide a framework for analysing
the capacity of communities - through institutions, research
funding-bodies and researchers - to deal with data-intensive
research. For the purposes of the CCMF, the following
characteristics are necessary indicators of data-intensive research:

a) The research typically involves intense computational
analysis of data.

b) The research typically involves analysis of large
quantities of data, that is, more data than a research team could
reasonably be expected to review without software assistance.

Also, if research involves combining data from several
different sources, where the different source datasets have been
collected according to different principles, methods and models,
and for a primary purpose other than the current one, then it is
likely to be classed as data-intensive research.

In terms of the CCMF, a community is broadly understood to
be a set of people who share a particular location within the
structure of an institution or society in general. Communities
typically engage in both common and collective activities, and
develop shared values, vocabularies, strategies and tactics [9]. In
the particular case of academia, the term 'community' can apply at
several different granularities: from the set of all academics and
researchers, to disciplines such as physics or chemistry, or to
narrow sub-disciplines such as organic crystallography [10,
section 2.4.1]. It can also apply to the academics and researchers
within a particular institution or department, or those working on
a common project. In the context of the CCMF, the communities
we are most interested in modelling are those defined by a
discipline, a sub-discipline, or an institution.

3. CAPABILITY MODELS

Capability models are widely used by industry to help identify
key business competencies and activities, helping to determine
whether, how easily, and how well a given organization or
community would be able, in theory and in practice, to
accomplish a given task. The project team looked at a range of
existing capability models in order to inform the development of
CCMF, amongst them the Capability Maturity Model for
Software and the Cornell Maturity Model for digital preservation,
both of which have been used to explore data management
requirements.

3.1 Capability Maturity Model for Software

A particularly influential capability model has been the Capability
Maturity Model for Software (CMM) developed by the Software
Engineering Institute at Carnegie Mellon University. This is
concerned with evaluating the capability of an organisation to
develop software on specification, on time and on budget [11].
CMM is a tool that can be used to appraise the current state of an
organisation's processes, set targets for how it should be
operating, and draw up a roadmap of how to achieve those targets.
CMM defines five levels of software process maturity:

1. Initial - software process ad hoc, occasionally chaotic

2. Repeatable - basic project management processes
established, some process discipline

3. Defined - software process for management and engineering
is documented, standardized and integrated

4. Managed - detailed measures of process and quality are
collected, software processes understood and controlled

5. Optimizing - incorporating continuous process improvement
and innovation

More recently, CMM has been applied to research data
management in two independent initiatives. For example, the
Australian National Data Service (ANDS) [12] provides
descriptions of the five levels of maturity for four key process
areas: Institutional policies and procedures; IT Infrastructure;
Support Services; Managing Metadata. The ANDS version of the
model is much simpler than CMM itself, with narrative
descriptions of maturity levels within each process area replacing
the sets of key practices and common features. The focus is on
higher education institutions, with the four process areas mapping
neatly onto groups and services such as senior management, IT
support, researcher support or staff development, and the library.
The model freely acknowledges that not all organisations will aim
to attain Level 5 (optimized) in all areas.

Crowston and Qin [13] take a different approach, focusing
on scientific data management within research projects. They
interpret the five levels as follows.

1. Data are managed within the project on an ad hoc basis,
following the intuitions of the project staff.

2. Plans, policies and procedures are in place for data
management, but they are peculiar to the project and
reactive in nature.

3. The project tailors for itself plans, policies and
procedures set up for data management at the discipline,
community or institutional level; these plans tend to be
pro-active in nature.

4. The project measures the success and effectiveness of
its data management to ensure standards are maintained.

5. The project identifies weaknesses in its data
management and addresses the defects pro-actively.

In developing their version of the model, Crowston and Qin
consulted data management literature to identify key practices in
data management, which they grouped into the following four key
process areas:

1. Data acquisition, processing and quality assurance (3
practices)
2. Data description and representation (7 practices,

including 'Develop and apply metadata specifications
and schemas', 'Design mechanisms to link datasets with
publications', 'Ensure interoperability with data and
metadata standards')

3. Data dissemination (4 practices, including 'Encourage
sharing', 'Distribute data')

4. Repository services/preservation (7 practices, including
'Store, backup and secure data', 'Perform data
migration', 'Validate data archives')

In addition, they identified several generic practices that
closely resembled those in the earlier models, for example:
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developing policies for data release, sharing, data rights and
restrictions, and data curation; identifying staffing needs;
developing business models; developing data management tools;
training researchers and support staff ; capturing provenance data;
developing collaborations and partnerships; assessing impact and
enforcing policy.

The use cases for all of these capability models strongly
resemble those intended for the CCMF. They provide a clear
framework for characterising an organisation or project, and
identifying improvements that could be made as well as the order
in which they should be tackled. They also provide a reference
vocabulary for describing relevant activities and functions,
without being overly specific about how these should be carried
out or implemented. While CMM is primarily focused on the
commercial sector, the version of the model developed by ANDS
shows, however, how it can be applied to higher education
institutions. Crowston and Qin's model focuses on research
projects while also referencing (and having clear implications for)
the wider institutional and disciplinary context. Indeed, perhaps
the most important difference to reconcile between these models
and what is required for the CCMF is that they again admit only
one target state to which organisations should aspire, with the
possible exception of the ANDS model; in contrast, it would be
difficult to find a single generic description that could apply to all
successful forms of data-intensive research.

3.2 Cornell Maturity Model

A slightly different approach to capability modelling was
developed in the Cornell Maturity Model used to analyse the type
of response given by higher education institutions to the
challenges of digital preservation. Kenney and McGovern [14,
15] present a distinctive five-stage maturity model:

e Acknowledge. The institution recognises it must perform
some degree of digital preservation.

e  Act. The institution instigates digital preservation projects.

e  Consolidate. The institution embeds digital preservation as
ongoing programmes.

e Institutionalise. The institution unifies the various digital
preservation activities into a single programme.

e  Externalise. The institution collaborates with others to
achieve economies of scale and increased digital
preservation capability.

In the early expressions of the Cornell model, key indicators
for each stage were described along the three dimensions of
policy and planning, technological infrastructure, and content and
use. These dimensions were later changed to organisational
infrastructure, technological infrastructure, and resources, with a
corresponding new set of key indicators. To emphasise that
organisations should develop in each of the dimensions in
parallel, but that the digital preservation capability can still be
stable with uneven development, they became known as the three
legs of a digital preservation Three-Legged Stool, with legs for
organization, technology and resources.

The Cornell model was further developed by the JISC-
funded AIDA Project into a scorecard-based tool for
benchmarking the current state of digital asset management within
institutions or departments. AIDA expanded and formalised the
indicators within each leg, arriving at eleven metrics in each of

the organisation and technology legs, and nine metrics within the
resources leg. While AIDA was intended as a self-assessment
toolkit, the AIDA Project Team provided a service for assessing
completed scorecards to determine an overall picture of
institutional readiness, recommend actions for increasing
readiness, and provide guidance on digital asset management
issues.

The AIDA scorecard provided by the Project Team was in
the form of a Microsoft Word document with form controls, with
analysis performed on an accompanying Excel spreadsheet. The
process of performing the benchmarking exercise itself, though,
was left up to the individual to plan. Sensing a need, the UK
Digital Curation Centre (DCC) applied its experience from
developing the tools that supported DRAMBORA and the Digital
Asset Framework (DAF) to produce a Web-based tool allowing a
team of contributors to collaborate on an AIDA-style self-
assessment. This tool, known as CARDIO [16], uses a very
similar set of metrics ('statements') to those developed by AIDA,
but has a specific emphasis on research data and can be used at
multiple levels of organizational granularity (project, department,
institution).

The use cases for this model — assessing the current state of
readiness of an institution and identifying priorities for
development — again resonate strongly with those for the CCMF.
Just as the CCMF should be applicable to researchers, institutions
and funding bodies, the Three-Legged Stool can be applied at
several different granularities. The notion of having broad,
abstract dimensions measured according to specific, concrete
metrics is a useful one. Once more, though, the model considers
only one correct route from nil readiness to complete readiness
through each leg, and through each metric within each leg. The
CCMF, by contrast, needs to model several types of community
capability and - by implication - several different 'routes' to
achieving capability.

4. CCMF CAPABILITY FACTORS
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Figure 1: Community Capability Model Framework

We propose a Community Capability Model Framework for data-
intensive research comprising eight capability factors representing
human, technical and environmental issues (Figure 1). Within
each factor are a series of community characteristics that we feel
are relevant for determining the capability or readiness of that
community to perform data-intensive research. In this section, we
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will outline the eight capability factors that make-up the CCMF
and comment on some of the characteristics associated with each
one. The CCMF consultation draft [17] provides additional detail
on all of these, including:

e an identification of the community characteristics associated
with each factor, including indications of how each
characteristic could be 'measured’ for the purposes of
analysis and comparison;

e one or more exemplars demonstrating how the alternatives
should be interpreted, and,

e Dbrief commentary explaining the relevance of the
characteristic for determining capability, and how the project
team's thinking has been shaped by the literature and by
discussions with the community. These discussions took
place in a series of five workshops held between September
2011 and February 2012 in the UK, US, Sweden and
Australia.

4.1 Collaboration

The working relationships that are formed during research have a
strong bearing on the types of research that can be performed.
Collaborations can be informal or semi-formal, or can be
rigorously controlled, managed and enforced through contracts
and agreements. Collaboration can be organised within a
discipline, between two or more disciplines, with organizations
outside the research sector, and with the general public.

4.1.1 Collaboration within the discipline/sector

The level of collaboration within a discipline can range from
almost none (sometimes characterised as the lone researcher) to
extremely large, well-organised national or international
consortia. In practice, however, perhaps most disciplinary
collaboration is focused on a particular research group or groups.
For example, bioinformatics and neuroinformatics are dominated
by small teams, with relatively few large-scale contributors. By
contrast, big science disciplines like high energy physics and
astronomy are typically organised in projects at international
scale.

It is recognised that individual researchers can move along
the spectrum as their career progresses, e.g. first working alone on
an idea or hypothesis, exposing it gradually to colleagues and
gaining collaborators from the research group and, at a later stage,
the wider community.

4.1.2  Collaboration/ interaction across disciplines
Interdisciplinary collaborations follow the same broad pattern as
those within disciplines. Some disciplines will have next to no
interaction with others while others will have forged formal
collaborations over relatively long periods of time.

Interdisciplinarity is one response to the perceived over-
specialisation of research disciplines, and can be encouraged in
institutional or national contexts through the creation of matrix
structures like joint research centres or faculty appointments [18,
pp. 173-4]. Data-intensive research will tend towards the
interdisciplinary, not least because it requires the input of
computational specialists. There are many potential impediments
to interdisciplinary collaboration, not least epistemic barriers
based upon what Jacobs and Frickel [19, p. 47] describe as
"incompatible styles of thought, research traditions, techniques,
and language that are difficult to translate across disciplinary
domains."

4.1.3 Collaboration/ interaction across sectors
Researchers will sometimes need to collaborate across sector
boundaries, e.g. with industry, equipment suppliers, media,
professional bodies or public sector organisations. The types of
organization suitable for collaboration will vary quite widely, anf
might include: pharmaceutical and biotechnology companies (in
medicine and the life sciences), natural history museums (in
biodiversity, ecology and palacontology), or the digital content
industries (e.g., Google Book Search for culturonomics).

4.1.4 Collaboration with the public

There is a growing interest in public engagement with research.
This is particularly strong in the life sciences, where some
funding bodies (e.g., medical research charities) are keen to
involve patients in things like reviewing grant proposals. In fields
as divergent as astronomy (GalaxyZoo) and papyrology (Ancient
Lives), members of the public are being encouraged to contribute
directly to some aspects of the research process.

4.2 Skills and training

The capability of a community to perform data-intensive research
is strongly influenced by the individual capabilities of its
members, and the capacity that results from the combination and
multiplication of these capabilities. Community capability can
therefore be enhanced by training members in the relevant skills.
This training is most effective when it is fully embedded as part
of the early education and continuing professional development of
researchers.

4.2.1 Skill sets

The capability of a community to perform data-intensive research
is strongly influenced by the individual capabilities of its
members, and the capacity that results from the combination and
multiplication of these capabilities. Community capability can
therefore be enhanced by training members in the relevant skills.
This training is most effective when it is fully embedded as part
of the early education and continuing professional development of
researchers.

4.2.2 Pervasiveness of training

There is much variation across disciplines, institutions and degree
programmes in the provision of training. Some UK research
funding bodies have established Doctoral Training Centres to
develop and deliver training programmes for their disciplinary
communities. JISC has funded training materials that target
particular disciplines e.g. psychology. At some institutions -
including the University of Bath - support services like subject
liaison librarians and IT services are beginning to develop a range
of training programmes for researchers, covering topics such as
data management planning. The UK Digital Curation Centre has
delivered training modules on a regional basis as part of its
Regional Roadshow Programme, while national data centres such
as the ESDS (in the UK) and ICPSR (in the US) run workshops
on data management.

4.3 Openness

Historically, scientific progress has been driven forward by the
open communication of research methods and results. More
generally, the principle of openness can be applied at different
levels: from openness in communicating the plans for research
and ongoing progress whilst the research is undertaken, to
opening up the published literature to a wider audience. Driven by
concerns for improving the validation, reproducibility and
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reusability of research, the last decade has also seen calls for
opening up the data and other details of methodologies employed,
alongside final results and conclusions, for scrutiny and re-use by
the wider community, a process that is considered by some to add
value to research.

4.3.1 Openness in the course of research

This characteristic describes whether researchers choose to
communicate information about their research whilst it is still
ongoing, the extent to which they make their plans and
intermediate results known, and the mechanisms they use to
achieve openness. Such openness makes an informal variety of
early peer review possible, which in the long term may result in
more interoperable data and therefore more opportunities for data-
intensive research.

4.3.2 Openness of published literature

The body of published literature can be available under different
conditions — some literature is available only through payment
agreements; sometimes only the description of the literature
(metadata) is accessible, whilst at the other extreme some
communities have embraced the practice of sharing of all the
published literature through archives freely available to all. The
openness or otherwise of a publication may depend on its type
(journal paper, conference paper, thesis), or readers may need to
make specific personal requests in order to gain access. Providing
open access to published literature may make it easier for
potential re-users to locate suitable data.

4.3.3 Openness of data

There is wide variation in the openness of data. In some
disciplines, e.g. astronomy, proteomics and philology, data is
routinely published openly, sometimes after a period of exclusive
use. In others, there is no tradition of data sharing. For example,
O'Donoghue, et al. [20] note the unevenness of availability of
biological data, with the two extremes exemplified by PDB,
which contains almost all experimentally determined structures,
and image data from high throughput experiments, where there is
little data integration and 'most of these data are never made
publicly available'.

Treloar [21] presents a model of data openness with the
following three categories:

1. Private research domain. Typically access is tightly
controlled and restricted to a core team within a single
institution. Technological platforms such as laboratory

information management systems or research
management systems are used.
2. Shared research domain. This is where some, but not

all, the data is shared by the core team with other
colleagues, often outside the home institution.

3. Public domain. Data is published so that (with a few
exceptions) anyone can gain access to it. Institutional
repositories may be used to provide this access.
Typically the data will be given a persistent identifier,
and the associated metadata will be fixed.

4.3.4 Openness of methodologies/workflows

Releasing data alone may not be sufficient to replicate results and
findings. Details of methodologies and workflows which allow
other researchers to reproduce the workings and methods of other
groups may be required. This characteristic describes the practice

of sharing information regarding the processes employed, either
as descriptions or in executable forms, so that one researcher can
apply the same methods either to the same dataset or perhaps to
alternative data or applications.

4.3.5 Reuse of existing data

This characteristic focuses on the attitudes and practices of using
data sets generated by other researchers. Researchers may be open
to regularly using data shared by others, but they may only trust
specific sources. Data sets obtained from the community can be
processed in different ways — data can be aggregated, re-analysed
under the original conditions or mined to generate new insights.

4.4 Technical infrastructure

The technical infrastructure that supports research comprises tools
and services that are used at different the stages of the research
life cycle. This capability factor describes categories of tools and
services that meet user needs across various activities.

4.4.1 Computational tools and algorithms
Computational tools and algorithms form the backbone of most
data-intensive research workflows. If such tools under perform, it
places a hard limit on what research can be conducted.

4.4.2 Tool support for data capture and processing
Tools that support data capture and processing often make
assumptions about the formats in which the data is stored and
processed. The extent to which the tools support formats that are
more widely supported by other tools may determine whether data
can be shared, understood, processed and re-used within the wider
technical environment. When the tools support open or agreed
formats or the interchange of data in different formats, tool
interoperability increases.

4.4.3 Data storage

Data storage needs to grow as data volumes increase, but
requirements may also be defined by the data type. Such
requirements may involve issues of physical location,
performance, access control and security, scalability, reliability,
and speed as well as capacity. For example, in some communities
the storage of clinical data must adhere to the ISO/IEC 27000
series of information security standards. Data storage can be
organised locally, nationally or globally. Interactions with data
storage are required by several of the other tool categories, such
as data capture and processing tools, discovery services and
curation and preservation services.

4.4.4 Support for curation and preservation

The relative importance of the tools that enhance contemporary
usefulness of data and those that aid its long-term preservation
varies between disciplines. For disciplines reliant on non-
replicable observations, good preservation tools help to maintain
stocks of data for future data-intensive research.

4.4.5 Data discovery and access

Data discovery and access is currently problematic because
different types of catalogues do not integrate well and there is no
standard way to publish them, and no easy way to federate them
for cross-discovery. Other challenges exist at the semantic level
[22, 23]. One measure suggested would to see how far a
community might be from agreeing standards.
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4.4.6 Integration and collaboration platforms
Integration and collaboration tools may help researchers manage
their workflows and interactions more efficiently, increasing their
capacity for data-intensive research.

4.4.7 Visualisations and representations

Visualisation tools are extremely important for data-intensive
science. However, the current range of visualisation tools tends to
be fragmented and not necessarily optimized for the scales of data
becoming available [20].

4.4.8 Platforms for citizen science

Citizen science platforms provide infrastructure that enables non-
specialists to participate and collaborate in the research process.
Whilst the platforms can be developed within a specific project
they can then be redeployed to meet the need of other
communities.

4.5 Common practices

This capability factor describes community practices that have
produced standards, whether by design or de facto. The quantity
of standards in a particular discipline is not necessarily a measure
of its capability. In some cases, standards may actually hold back
progress, especially where they are poorly supported by software
or where competing standards effectively act as data silos. It is the
quality of data standards that is important, specifically whether
they promote and enable the re-use and combination of data.
While convergence on a de facto standard can happen organically,
designed standards typically need to be driven either by
influential organisations at a national or international level, or else
by a dedicated and enthusiastic association of individuals within a
community.

4.5.1 Data formats
These are formats that describe how data is encoded and stored,
and facilitate data exchange.

4.5.2 Data collection methods

Data collection methods can also be standardised and shared.
Methods are varied depending on the activity within which
collection is undertaken. Data collection activities include
observational collection, instrumental collection requiring
calibration, survey data, sensor data and performance data.

4.5.3 Processing workflows

If data has been processed according to standard and accepted
workflows, it is more likely to considered for reuse by other
researchers.

4.5.4 Data packaging and transfer protocols

Agreed standards for data packaging and transfer ease the
transport of data between creators, archives and the re-users of
data.

4.5.5 Data description

Data description standards are used to make data re-usable by
providing metadata that describes different aspects of the data.
Whilst some disciplines have adopted description schemes that
become widely used, other schemes are at earlier stages of
adoption and have not yet fulfilled the promise of data
interoperation and reusability that they are intended to facilitate.
Schemes can be aimed at a generic level or be specialised with
discipline-specific fields.

4.5.6 Vocabularies, semantics, ontologies
Vocabularies, semantics and ontologies are also used by
communities to exchange information and data, and attempt to
capture the knowledge, concepts and terminologies within the
discipline in a standardised agreed format. Some are adopted
within specialised communities, whilst others find their place as a
bridge between communities. Different models for how these
standards are agreed and maintained can be described, and their
progression or maturity follows a trajectory from proposal and
specification to standardisation by recognised bodies.

4.5.7 Data identifiers

Data identifiers are developed to provide unique and
unambiguous methods to refer to or access research objects. They
may serve the purposes of identification and location. The objects
may be literature, chemical or biological entities, or entries in
databases.

4.5.8 Stable, documented APls

Where data repositories and data processing services provide
APIs, it opens up the possibilities for automated workflows and
thereby increases the scale at which research can be performed.

4.6 Economic and business models

Moving into data-intensive research requires some degree of
investment, and it is therefore important to consider how this
might be funded and the business case for making the move.
Disciplinary differences are important here: the business case will
be easier to make where it is important to publish quickly and
generate many research papers from a single investment, and
harder where the emphasis is on careful and considered weighing
of evidence.

4.6.1 Funding models for research and

infrastructure

There are many thematic perspectives to consider here including
scholarly communication and data publishing models, approaches
to data curation and preservation, network-level infrastructure,
through to capacity-building programmes. The established
political and funding landscape in a particular geographical area is
strongly influential in determining the business models in place.
In order to realise the full potential global scale of data-intensive
research, politico-legal issues and barriers linked to trans-national
borders, will need to be overcome.

4.6.2 Public—private partnerships

In communities where it is common for research to be partially or
wholly funded by the private sector, the diversity of funding
streams may make the research more sustainable, and the research
may have greater impact outside academia. At the same time, the
research may be contingent on business models and return on
investment, and it is less likely that data will be made available
for reuse.

4.7 Legal and ethical issues

Quite apart from any cultural barriers that may obstruct data
sharing, and thereby restrict the scope for data-intensive research,
in some cases there may be ethical reasons why certain datasets
may not be shared, and legal barriers both to sharing data in the
first place and to recombining it for the purposes of data-intensive
research. Even in cases where the barriers do not in fact exist,
ambiguities and misperceptions of the legal or ethical position
may deter risk-averse institutions and researchers from pursuing
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such lines of enquiry. It will, therefore, be easier for data-
intensive research to flourish where the legal issues surrounding
data sharing and reuse are well understood and well managed, and
where there are established frameworks for ensuring such
research is conducted in an ethical manner.

The following characteristics should be assessed with
caution, as the official policies do not always reflect what is
actually done by researchers and institutions.

4.7.1 Legal and regulatory frameworks

At issue here are laws that impact on the sharing and reuse of data
(most notably intellectual property laws and contract law), as well
as relevant policies and regulations adopted by governments,
funding bodies, professional societies and other bodies. The
benefit of legal and regulatory frameworks for community
capability lies in the clarity they provide with respect to the law,
so that it is readily apparent whether and how data may be shared
and reused. In the UK, such frameworks might, for example,
instruct researchers to record the owner of data, to avoid future
uncertainty over the contractual arrangements under which the
researcher was working. There are several points of failure,
though, that must be avoided. No framework will be able to work
around firm legal prohibitions. In some US jurisdictions there are
limitations on state-based contracts, signing contracts outside of
the state, and selling outside the state by state-based institutions.
Where the law itself is ambiguous or untested, any framework for
managing compliance will necessarily be cautious. More helpful
frameworks may build on the firmer parts of the law to allow
routes for data sharing and reuse, while more obstructive
frameworks might block the possibility entirely. Even where
helpful frameworks do exist, researchers must be familiar with
them and trust them. Funding bodies, professional societies,
governing bodies and regulators play a large part in ensuring
adherence to procedures and community norms, but their attitudes
may not always be favourable to the needs of data-intensive
research.

4.7.2 Management of ethical responsibilities and

norms

As with the previous characteristic, the issue here is with clarity.
Researchers will feel more confident about releasing sensitive
data if there are established and trusted procedures in place for
anonymising it, limiting access to it, and so on. There are also
ethical issues relating to research quality.

4.8 Academic culture

The community norms that exist for the process of doing research
are a key factor in determining the level of support a researcher
might expect when moving into data-intensive research. Such a
move may be easier where entrepreneurship and innovation are
welcomed, and harder where such things are frowned upon. Even
more importantly, data-intensive research is most likely to
flourish in communities where data is valued highly, where
researchers are rewarded for their data contributions, and where
high standards are expected of data entering the research record.

4.8.1 Productivity and return on investment

The impact that this characteristic has on community capability is
relatively weak but it is still important to recognise. While the
metric is couched in terms of timescales and publishing patterns,
the underlying feature we are interested in is the character of the
research. The rapid-cycle end of the dimension is the natural
home for disciplines where the interest is in finding new things:

new particles, new molecules, new sequences. The slow-cycle end
of the dimension is the natural home for disciplines where the
interest is in profound insight, and improved understanding of
complex issues. Data-intensive research methods can assist in all
these areas of enquiry, but the immediacy of their impact varies.
At the rapid-cycle end, it is relatively straightforward to decide
which patterns to look for in data, and relatively obvious when an
interesting result has been found; in such cases an investment in
the means of data-intensive research has a quick pay-off. At the
slow-cycle end, it is typically harder to assemble a comprehensive
dataset to analyse, and the analytical steps to automate may
themselves require debate and justification; in such cases, greater
preparation is needed before data-intensive research methods are
applied, and once they are it may take some time to reap the
benefits.

4.8.2 Entrepreneurship, innovation and risk

The move to a new paradigm of research requires a certain degree
of investment, in both time and effort, and there is always a risk
that it may not produce interesting results, or that peer reviewers
may not accept the new methodology. There is therefore risk to
both PIs and funding bodies when it comes to funding such
research. In disciplines where risk-taking and innovation are seen
in a positive light, this is less of a barrier.

4.8.3 Reward models for researchers

Contributions to data intensive research are made in different
ways. Not all these contributions are formally recognised when
considering rewards for researchers. Rewards can come in many
forms including career advancement, recognition by peers and
funding, both for research and for training students and junior
researchers. Methods for measuring contributions are also varied,
with some measures for example publications being well
established. Even within publications, however, there are different
ways of recording contribution. Multi-author efforts can credit
each contributor. Other categories of contribution encompass
software products and sharing of analysed data, such as DNA
sequences. Some contributions such as efforts to curate data and
make it reusable are notorious for being poorly recognised and
rewarded.

4.8.4 Quality and validation frameworks

Even if data is shared, it may not be in a state amenable to reuse,
let alone full validation. Unless data is sufficient quality, and
provably so, it is of limited use in data-intensive research
conducted by other researchers. A community's capability for
such research, therefore, is increased where data is available that
has been through thorough independent quality checks, and where
this data is maintained and integrated with similar data by
specialist curators.

5. CONCLUSIONS

The Community Capability Model Framework is a tool for
evaluating a community's current readiness to perform data-
intensive research, and for identifying areas where changes need
to be made to increase capability. This paper has outlined the
eight capability factors identified, which deal with human,
technical and environmental issues. The detailed CCMF [17]
attempts to identify characteristics that can be used to judge
community capability.

While the CCMF has been developed with the involvement
of a wide range of stakeholders and interested parties, the
immediate next step will be to validate it by applying the
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framework to a number of research communities. In the longer
term we hope to develop tailored versions of the framework for
different stakeholders, and to improve the usefulness of the tool as
an aid to decision making and planning.
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ABSTRACT

In this paper, we describe a new collaborative approach to the
collection of representation information to ensure long term
access to digital content. Representation information is essential
for successful rendering of digital content in the future. Manual
collection and maintenance of RI has so far proven to be highly
resource intensive and is compounded by the massive scale of the
challenge, especially for repositories with no format limitations.
This solution combats these challenges by drawing upon the
wisdom and knowledge of the crowd to identify online sources of
representation information, which are then collected, classified,
and managed using existing tools. We suggest that nominations
can be harvested and preserved by participating established web
archives, which themselves could obviously benefit from such
extensive collections. This is a low cost, low resource approach to
collecting essential representation information of widespread
relevance.

Categories and Subject Descriptors

General Terms
Management, Documentation, Design, Experimentation, Human
Factors, Verification.

Keywords
Representation information, crowdsourcing, digital preservation,
web archiving, community engagement, social networking.

1. INTRODUCTION

Representation information (RI) is widely acknowledged as
essential for digital resources to remain accessible into the future.
The internet is one of the best sources of representation
information, which is scattered around web in a variety of
personal and organizational websites. Yet finding and navigating
this information is not straightforward. We know from experience
that the identification and collection of RI is highly resource
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intensive. Organizations collating and maintaining resources
themselves have struggled to resource this work. The PADI site
remained a key source of information on digital preservation for a
number of years but was eventually closed and web archived
when the overhead of maintaining the information became too
great Furthermore, we know all too well that websites themselves
are far from permanent. Vital online information about
preservation tools and file formats can be transitory: here one day,
404°d the next.

Existing online community-created resources that link to online
representation information sources go some way to addressing
these challenges, though they are typically spread around quite
thinly, with much duplication. A number of formal RI registries
have been built but are sparsely populated, despite widespread
community acceptance of the importance of RI, and there appears
no overall consensus on the extent of RI required to support long
term preservation and access.

The scale of this challenge requires a coordinated and
collaborative effort across the wider preservation and curation
communities, to establish an inclusive and (semi-)automated
solution for RI collection and preservation. Encouraging more
coordination will reduce duplication of resources and maximize
effort in creating and maintaining the resources we need to make
preservation effective.

2. DEFINING SHARED
REPRESENTATION INFORMATION
REQUIREMENTS

Representation information facilitates the proper rendering and
understanding of content. In OAIS terms, RI is a distinct type of
information object that may itself require representation
information [1]. It can exist recursively until the knowledge base
of the designated community dictates no further RI needs be
recorded. As a result, the extent, size and boundaries of an RI
collection are potentially immense. The vague boundaries and
immense potential scope of an RI collection may be one of the
reasons why RI collections have been so difficult to establish. We
contend that the precise scoping of a core RI collection is the key
to maximizing community input and establishing a successful
well-populated collection. ‘Core shared RI” is that which is most
broadly relevant to the widest possible user base.

Brown, in his 2008 white paper on Representation Information
Registries, defines two classes of structural RI: Descriptive and
Instantiated [2]. These are defined respectively as information that
describes how to interpret a data object (e.g. a format
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specification) and information about a component of a technical
environment that supports interpretation of the object (e.g. a tool
or platform).

Descriptive structural RI such as format specifications, which are
universally relevant for all objects of a given format regardless of
the environment in which content has been used, are core shared
RI. These are therefore our starting point for a core shared RI
collection. We consider tools that support interpretation to be
secondary shared RI, as whilst they are essential, their relevance is
more likely to differ for different collecting institutions.

Format specifications are not just necessary for future access, but
also contemporary preservation planning. The current SCAPE
(Scalable Preservation Environments) project', funded by the EU,
needs to collect format information to assist preservation planning
and other processes. It is clear that the number of stakeholders
with a vested interest in contributing to a shared format
specification registry is extensive.

3. CURRENT INITIATIVES

The case for representation information has been well made
elsewhere and will not be repeated here [3]. Numerous online RI
resources have been established by the preservation community,
each with slightly different foci, granularity and coverage. Here
we introduce some of the key current resources.

3.1 Format registries
Several different format registry initiatives have been established
in the preservation community over the past decade. These are
now roughly consolidated into two initiatives: the UDFR and the
proposed OPF format registry.

UDFR combines content previously collected in PRONOM and
GDFR in a single, shared semantic registry [4]. Functional
development is led by use cases. The system is highly structured
with a well-defined ontology. It is publicly available and
awareness of the resource is high, though the contributor base
appears relatively low.

The proposed OPF format registry ecosystem will link existing
sources of representation information and enable users to create
linked data collections based on the information currently
distributed across disparate resources [5]. Proposed components
include the PLANETS core registry and PRONOM, in
conjunction with a proposed ‘registry of registries’. The success
of the project is dependent upon successful population of
supporting registries.

Whilst both are labeled ‘registries’, a corresponding repository
element is typically able to store RI directly.

3.2 Tool registries

A number of tool registries have been established and shared
across the digital preservation community. The following list is
not exhaustive but exemplifies the range and scope of currently
available online tool resources.

The Digital Curation Centre (DCC) Tools & Services site
identifies and links out to a large number of curatorial tools for
deposit/ingest, archiving/preserving, and managing/administering
repositories.” Many of the tools were developed by and are well
established in the preservation community. The site is managed by

' SCAPE project website: http://www.scape-project.eu/

2 DCC Tools & Services resource:
http://www.dcc.ac.uk/resources/external/tools-services

the DCC, though community nominations are encouraged by
email.

A community wiki of precision digital preservation tools is
provided by the OPF through the OPF Tool Registry.> This
includes tools developed in the AQuA and SPRUCE mashups, as
well as the SCAPE project.* Tools are categorized by function and
simple user experiences described. Source code for some of the
tools is hosted directly on the wiki. The site is manually populated
by a small geographically distributed group of digital preservation
professionals. Membership of the group is open to all, and all
members have editing rights.

The Digital Curation Exchange Tool list is a flat though extensive
list of links for tools and services relevant to digital preservation.’
It includes many ‘supporting’ services and developer tools absent
from other lists, such as storage solutions, core utilities, and office
plug-ins. Description is minimal. The list is maintained by the
membership, which is open to all.

Finally, an inventory of Partner Tools & Services is available
from the NDIIPP website, which briefly describes and shares
information about tools and services used in NDIIPP.® Entries are
not categorized though the context of use is clearly identified.
Some content is hosted directly on the site though many entries
point to external links.

3.3 Other initiatives

The Library of Congress’ (LoC) Digital Formats Sustainability
site contains extensive format descriptions relevant to the LoC
collection.” Format versions have their own entries. Descriptions
link to format specifications published online and identify
sustainability issues. Format specifications published on these
pages are harvested by the LoC web archiving program. The site
is maintained by LoC staff though community input is welcomed.

Twitter provides an unofficial forum for sharing information
about digital preservation resources online, as do many personal
collections of bookmarks hosted in social bookmarking tools.

Other file format resources are maintained outside of the digital
community, the most comprehensive being Wikipedia. Wotsit.org
maintains a similarly impressive array of format information.
These appear to have been under-utilized in most digital
preservation registry initiatives to date.

4. DRAWBACKS OF CURRENT
APPROACHES

4.1 Lack of content

Almost without exception, the tool and format registries provided
by the digital preservation community suffer from inadequate
amounts of content. This observation seems at odds with the effort
that has been devoted to existing registry initiatives where the
focus has typically been placed on designing detailed data models

* OPF Tool registry: http://wiki.opf-
labs.org/display/SPR/Digital+Preservation+Tools

4 AQUA http://wiki.opf-labs.org/display/AQuA/Home; SPRUCE
http://wiki.opf-labs.org/display/SPR/Home.

’ Digital Curation Exchange: http:/digitalcurationexchange.org/

 NDIIPP Partner Tools & Services list:
http://www.digitalpreservation.gov/tools/

" Digital Formats Sustainability:
http://www.digitalpreservation.gov/formats/
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and building systems to manage and publish the resulting RI. The
result is theoretically capable replicas and systems, which are
largely empty of their most important feature: the data. We
suggest that the biggest challenges facing these initiatives are not
related to managing or publishing RI, but in capturing and
recording it

4.2 Duplication and reinvention

A considerable number of DP community-created web pages list
digital preservation tools. Most have some unique entries, though
many contain entries duplicated across other entries (albeit with
slightly different descriptions). The result is that users are unable
to easily find the tools they need and precious DP community
resources are spent needlessly reinventing the wheel or aspects of
the wheel. For example, more than one institution has developed
its own checksum tool for digital preservation purposes.

4.3 Lack of use

It is undeniable that despite the massive investments made to
establish representation information registries, the current
initiatives are under-utilized. Much effort has been devoted over
the past decade to developing new digital preservation tools and
approaches, but insufficient attention has been paid to the needs of
the users. The result is a mismatch between preservation tools,
and user requirements.®

This may be down to insufficient understanding about use cases
and requirements. RI repository use cases are undeniably unclear,
though it may also be a case of chicken and egg: which comes
first, the RI, or an understanding of how RI should be used?
Perhaps the community still has insufficient detailed
understanding of how RI fits into a preservation strategy and the
relationship between RI requirements and different preservation
strategies. Or is it perhaps a case that we have not yet reached the
stage, from a temporal perspective, where we need much more
than file format specifications. Whatever the reason, it will only
be solved by greater collaboration and engagement with the user
community.

5. ADVANTAGES AND DISADVANTAGES
OF A COMMUNITY & COLLABORATIVE
APPROACH

A community-based approach to collecting and managing
representation information has potential to resolve many of the
drawbacks in current approaches. For example:

¢ Itisuser focused, so the final data is more likely to meet
the needs of end users and is therefore more likely to be
used.

¢ It puts the initial focus on capturing content, thereby
increasing the flow of incoming data and increasing the
chances of reaching that critical mass.

* A single, concerted and collaborative effort will
minimize efforts wasted through duplication and
reinvention

*  The end result is likely to be of a higher quality with
less effort from any one participant (and therefore more
distributed costs), as it has been refined by the crowd,

¥ Mashup events have provided a useful forum in which to engage
with considerable numbers of users, capture and publish their
requirements and explore solutions by utilizing existing open
source software).

with a higher number of contributions and expertise
from a wider cross section of the community.

The risks of a communal and collaborative approach however,
cannot be overlooked:

¢ There may be difficulty reaching consensus about the
level and granularity of RI resources required.

*  Without sufficient refinement by a number of
contributors, content may be of poor quality.

* Success depends on reaching a critical mass of
contributions. If this is not reached, the solution may
hold few advantages over other approaches.

Individual organizations that have hosted community discussion
forums have typically struggled to reach a critical mass of
contribution to make the forums a success. This has been the
experience of even those with sizeable and engaged communities
such as the Digital Curation Centre, the Digital Preservation
Coalition or the Open Planets Foundation. The recent proposal for
a digital preservation themed Stack Exchange site seeks input and
engagement from across the international digital preservation
community. While still requiring further support to reach a
functional beta stage at the time of writing, it has been successful
in soliciting widespread international support and shows promise
for a broad community driven approach. However, it has yet to be
seen whether this widespread ‘show of hands’ will translate into
active and participatory membership.

Collaborative collection approaches must target content at a level
of granularity most likely to be relevant to the majority, in order
to engage as broad a swathe of the community as possible. We
propose that success at this level is most probable if it is a) simple,
b) does not require extensive input from contributors, and c)
makes use of existing tools and networks. Our answer to this is
CRISP.

6. CRISP: A COMMUNITY APPROACH
TO COLLECTING REPRESENTATION
INFORMATION

CRISP utilizes the power and wisdom of the crowd to identify and
share online resources of representation information, beginning
with file format specifications. We have selected format
specifications as they are the lowest common denominator of
representation information: as previously argued, files of a given
format and version share a core RI requirement for the same
format specification, regardless of the more extensive
environment in which they were produced (the RI for which is
more likely to differ across different environments and uses).
Access to format specifications is necessary for all preserving
institutions. This initiative is therefore broadly relevant and with a
clearly defined scope.

CRISP is in the early stages of development. The main objective
of the initiative is to address the gaps in collection content
currently evident in global format registries managed by the
digital preservation community. We will, in essence, get the data.
Once we have it, we will store it in a preservation-capable store.
We expect to expand our scope to preservation tools in the future,
but the initial focus is limited to an achievable and easily defined
set of data, namely the format specifications. Our solution has yet
to be fully implemented but we are confident that it is sufficiently
robust and reliable to serve our needs.

Content will be crowd-sourced via two mechanisms that will
make it easy for interested parties to participate. The primary
method of submitting information is via an online form, hosted on
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the Open Planets Foundation website.” Minimum data
requirements have been set purposefully low. The only
compulsory fields are a) URL and b) tag(s), though additional
fields are available and contributors are encouraged in particular
to tag their entries by format to support classification and curation
at later stages. Registration is not required prior to nomination.
This, alongside a small minimal requirement for input and a
simple, straightforward interface, ensures the barriers to
participation are as low as possible.

The form links directly to a Google spreadsheet, which is publicly
available so participants have access to all nominations and are
able to re-use the data if desired. A small number of super-users
will be identified to promote the initiative and curate the
spreadsheet. De-duplication algorithms will eliminate multiple
entries for the same resource whilst maintaining the tags applied
by different proposers to ensure broad classification relevance.

The second, more experimental approach is via mentions of the
@dpref Twitter account. Tweets to this account will collated and
added to the spreadsheet. We were hoping to use a social
bookmarking system like Delicious or Diigo, but we found them
to either be unreliable or have too high a barrier to submission.
Both also failed to have suitable methods for exporting the curated
dataset. A Google spreadsheet offers the functionality and access
that is needed.

We propose that the repository element of the equation is served
by the existing power of well-established web archiving systems,
which will harvest sites listed in the spreadsheet and store them as
part of an RI ‘collection’. This will, in the first instance, be
undertaken by the UK Web Archive. As the spreadsheet will be
publicly available and the contents broadly relevant, we hope that
the initiative will be more widely adopted by the global
preservation community in the near future and that other web
archiving institutions will also avail themselves of the resource.
By remaining neutral in terms of ownership, it is anticipated that
buy in across the community will be increased.

We are not the first group to propose use of web archives for
collecting representation information. The subject has been raised
more than once in the IIPC Digital Preservation Working Group.
More recently, the web archiving team at the Library of Congress
has begun archiving web pages identified in the Digital Formats
Sustainability site. However, web archiving alone will not solve
the challenge of resourcing and broad relevance to the
community. Crowdsourcing has been used by cultural heritage
institutions to meet other objectives in recent years, for example
correcting OCR text, and has successfully increased the amount of
manpower available to an initiative whilst simultaneously raising
awareness of the content and increasing use. There is no reason to
believe this approach will be any different.

Our proposal is simple, and we are confident that its simplicity
will be the key to its success.

7. ISSUES

The main advantages of our approach stem from its low cost,
clearly defined scope, and broad relevance. However, we
appreciate that it is not without issues:

*  There is the risk that the community will not get on
board with the initiative. Without a critical mass of

% The form is available at
http://www.openplanetsfoundation.org/testbed/digital-
preservation-reference-stack-collection-form

participants, the initiative will not reach the critical
mass of content required.

*  Champions and curators are required for sustained
community engagement and curation of the data prior to
harvest: there are costs associated with this

*  Legislative issues may prevent interested web archives
from sharing their RI collections publicly, lowering the
incentive for input from non-crawling institutions

* An automated solution is required to clearly identify
openly licensed content that can be freely republished

*  There is a risk associated with using free online tools
and services, which may be withdrawn or the data lost
with no compensation or backups.

These issues will be managed as the initiative develops.

8. CONCLUSION

CRISP offers a low cost and simple solution to the problem of
identifying and collecting essential representation information
commonly required by the collecting institutions. The main risk
lies in garnering sufficient community engagement to ensure RI
sources are nominated. If the community does not buy-in to the
proposal, then population of the established representation
information repositories will continue at the very slow pace we
have seen to date. Similarly, without better community
engagement, it will be difficult to clearly identify use cases and
encourage use of the repositories. Without this, they will fail to be
truly integrated into the preservation solutions currently being
developed. CRISP is the first step in solving that problem.
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ABSTRACT

This paper aims to propose an ontology for the main digital
preservation workflows carried out by an organization or an
archival system. The proposed ontology covers the entire
preservation life cycle, starting from the ingestion of digital
resources and including internal functions, such as system
administration and preservation planning policies, and access
control. Fifty workflow models have been represented using the
ontology, which takes into account the special characteristics and
features specified by the international standards, as well as the
existing metadata schemas for preservation. The proposed
ontology supports the decision making of the collection managers,
who design preservation policies and follow practices, by
providing a knowledge-based tool able to guide, encode and
(re)use their reasoning and choices.

Categories and Subject Descriptors
H.3.7 [Information Storage and Retrieval]: Digital Libraries —
standards, systems issues.

General Terms
Design, Documentation, Standardization.

Keywords
Digital Preservation Workflows, Ontology, OAIS Model.

1. INTRODUCTION

Digital preservation has attracted the interest of the scientific
community during the last decade since it addresses crucial issues
for the future of digital data and information stored in large
repositories or published on the World Wide Web. The
production of digital data nowadays has grown rapidly and it
concerns all aspects of human activity, such as health, science,
culture, public functions and political decisions. At the same time,
the fast changes in technology have shortened the lifespan of
digital objects, which, in contrast to analog ones, have no
meaning outside the technical environment that they have been
designed for. The danger of information loss is even greater for
digitally born objects, where the original information cannot be
retrieved from any other source in case of media failure, format or
tool obsolescence or loss of metadata.

The systems that have been implemented in the area of digital
preservation focus mainly on particular preservation activities
such as planning, migration or emulation and follow workflows
inspired by OAIS model [6]. Some of them integrate a set of tools
trying to provide a preservation framework and support
organizations to develop policies and workflows for preserving
their own material [3, 8, 9, 12]. However these systems do not
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offer a model that expresses explicitly and analytically the
workflows they perform in order to (i) guide the user throughout
the preservation process and (ii) be potentially reused by other
implementations.

This paper proposes an ontology that provides a new
conceptualization of the OAIS preservation workflows describing
the concepts associated with the structure and form of a digital
object as well as the complex relationships involved in the
preservation process. The choice of creating an ontology was
grounded on the expressive power of such knowledge
organization and representation schemes. Moreover, the use of an
ontology facilitates information reuse. It could easily be used in
its entirety by an organization interested in representing
information for digital preservation workflows, or integrated with
other internal ontologies of the organization. Furthermore, it can
be extended by defining new concepts and relationships or even
redefining existing ones in order to fit to one’s specific needs. The
proposed ontology was developed using OWL, a language for
authoring ontologies, which has been endorsed by the World
Wide Web Consortium (W3C). The use of a language that has
been established as a standard agrees with the concept of long-
term preservation and ensures that the model will not become
obsolete in the future. Thus the paper exploits semantic web tools
to contribute to the systematic aggregation and formal expression
of the preservation workflows. Hence the preservation workflows
for particular collections and digital objects are represented as
instances of a conceptual model and formulate a semantic
network. These instances can be retrieved (using SPARQL
queries), re-used and interlinked to each other or with other
metadata concerning the collections and digital objects.

The next section describes the current standards and tools related
to workflow management and used by well known initiatives
aiming at the development of digital preservation tools. Section 3
presents the proposed model providing a description of the classes
and properties of the developed ontology. Section 4 presents how
the ontology is used to represent preservation workflows and
provides a detailed example concerning the implementation of a
specific preservation workflow model. Section 5 describes the
user guidance throughout the preservation process with the
utilization of the model and the representation of user interactions
with the archival system. In the last section we conclude with
summarizing the present work and providing directions for future
expansion.

2. BACKGROUND

A workflow is defined as the computerized facilitation or
automation of a business process, in whole or part [5]. A
workflow is a model of an activity, which is consisted of a set of
operations or steps. It defines various objects participating in the

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial
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flow of the process, such as documents, roles, information
exchanged and tools needed for the completion of each step.
Every step is generally described by some basic features, which
are input information, output information and transformations
made by a person or a machine playing a specific role [4].

Workflow management is a technology that has demonstrated a
very large expansion and has been adopted in various industries.
Organizations develop and use workflow management systems,
which are designed according to their internal processes or
adjusted to fit their specific needs. A Workflow Management
System is defined as “a system that completely defines, manages
and executes workflows through the execution of software whose
order of execution is driven by a computer representation of the
workflow logic” [5].

The vast spread in the development of workflow management
products has lead to the need for a common framework, which
will define the basic aspects of a workflow management system
and provide standards for the development of systems by different
vendors. The Workflow Management Coalition (WfMC') is a
consortium, comprised of adopters, developers, consultants,
analysts, as well as university and research groups, whose purpose
is to identify common characteristics among workflow
management systems and to define standards for the
interoperability of such systems. The WfMC has developed the
Workflow Reference Model, in order to define a workflow system
and to identify the most important interfaces for the interaction
between such systems. Under the scope of the Workflow
Reference Model, XML Process Definition Language (XPDL)
[13] was defined, which is a format to interchange definitions of
business process workflows between different workflow products,
including both their structure and semantics. XPDL defines an
XML schema for specifying the declarative part of a business
process. XPDL is not an executable programming language, but a
process design format that visually represents a process definition.
Another standard created under the WIMC is W{f-XML, which
provides web service operations to invoke and monitor a process
that might need a long time to complete, so as to facilitate the
communication between a process editing tool and a process
execution tool, which may be provided by a different vendor.

The mentioned standards focus mainly on providing a
representation of a business process. On the other hand, there are
executable languages for representing processes. Business Process
Execution Language (BPEL) [7] is one such language, which
specifies actions within business processes. BPEL uses an XML-
based language and provides the capability of interconnecting
with outside systems. Processes in BPEL export and import
information by using web service interfaces exclusively. BPEL
does not provide a strict protocol and there are no explicit
abstractions for people, roles, work items, or inboxes. Instead it is
a process-centric model that focuses on the interactions and
message exchanges that take place in a process.

Another popular business process management tool is jBPM?.
jBPM is a flexible Business Process Management Suite which
models the business goals by describing the steps that need to be
executed to achieve a goal and the order of the steps. It uses a
flow chart, where a process is composed of tasks that are

! http://www.wfme.org/
2 http://www.jbpm.org/

connected with sequence flows. There are a lot of other
implementations based on the above models, such as Apache
OFBiz Workflow Engine*, Apache Agila®, Open Business
Engine’, wfmOpen® and ActiveBPEL’.

A suite of tools created for building and executing workflows is
Taverna®, a domain-independent workflow management system
that uses its own definition language. It provides a graphical
designer enabling the addition and deletion of workflow
components. Taverna does not provide any data services itself, but
it provides access and integration of third party services. The
SCAPE project °, a recently European founded project on
preservation, has chosen Taverna as the tool for representing
workflows. Preservation processes are realized as data pipelines
and described formally as automated, quality-assured preservation
Taverna workflows.

The SCAPE working group continues the efforts of the
PLANETS project'®, also co-funded by the European Union,
which addresses digital preservation challenges. The project’s
goal was to build practical services and tools to ensure long-term
access to the digital cultural and scientific assets. In general the
project provides a detailed implementation of the preservation
functions of an OAIS compliant digital repository. The Planets
Functional Model is broken down into three Sub Functions:
Preservation Watch, Preservation Planning and Preservation
Action [10]. These Sub Functions have been mapped to the
functions of the OAIS Reference Model. Especially the Planets
Preservation Planning Sub Function is based on the OAIS model
to describe the functions and processes of a preservation planning
component of a digital repository [11, 12].

The project specifies its own workflow description language and
execution engine. A preservation workflow consists of a sequence
of invocations of services, where the output parameters of one
service are mapped to the input parameters of the next one.
Furthermore, the Planets Workflow Execution Engine (WEE)
introduces the concept of workflow templates, which are
predefined workflow definitions. The user interacts with a set of
Web Service interfaces through which he can browse the available
templates and choose to instantiate and execute those that meet
his specific needs [1].

The proposed approach is designed to cover exclusively and with
completeness the needs for representing and manipulating
preservation workflows. Therefore it should use a language able
to express consistently the semantics of the OAIS Reference
Model. An additional requirement would be the subsumption of
the information for preservation workflows under the linked data
framework. For this purpose OWL was opted for the description
of the proposed model.

3 http://incubator.apache.org/ofbiz/
* http://wiki.apache.org/agila/

3 http://obe.sourceforge.net/

8 http://wfmopen.sourceforge.net/
7 http://www.activebpel.org/

§ http://www.taverna.org.uk/

? http://www.scape-project.eu/

10 http://www.planets-project.cu/

Page 22



3. THE PROPOSED MODEL

As mentioned the design of the model was mainly based on the
specifications of the OAIS Reference Model. The entities and the
messages exchanged among the different functions specified in
the OAIS model were combined into logical sequential steps
which constitute the basic workflows. In addition, these
workflows were enriched with information provided outside of the
OAIS model, especially operations defined within the scope of the
Planets project'' [2, 9]. These operations focus on specific
functions of the preservation process, such as preservation
planning, and provide more details refining the steps of the
process.

For the design of the ontology, we used Protégé'? (version 4.1.)
an open-source ontology engineering tool, developed at Stanford
University. Protégé has been widely used for ontology
development, due to its scalability and extensibility with a large
number of plug-ins. The classes and properties of the proposed
ontology are described in the next sections, while the whole
model is presented in Figure 1.

3.1 Preservation Workflows

The OAIS Reference Model has been established as a
fundamental design reference model for an archival system and
has been widely adopted as a basis in digital preservation efforts
in many areas, such as digital libraries, commercial organizations
and government institutions. The OAIS model defines the basic
entities and functions required by an organization responsible for
the preservation of digital information and its availability to a
Designated Community and it provides a minimal set of
responsibilities for an archive to be called an OAIS. It consists of
six main entities, which are Ingest, Archival Storage, Data
Management, Administration, Preservation Planning and Access.
Each entity plays a specific role in the preservation process.

The OAIS model also defines specific roles which describe the
way that external users interact with an archival system and the
way that internal users can manage the broader policy of a system.
These roles are referred to as Producer, Consumer and
Management. Every user can take specific actions according to
the available interfaces. A Producer is the person or system which
provides the data products to be preserved. An object submitted to
the system must have specific characteristics and meet some
minimum requirements in order to be accepted. OAIS makes an
extensive description concerning the ways for representing
information and the structure of a digital object, as well as the
forms that it can take inside and outside the scope of an archival
system. Before an information package is accepted, the archival
system should make sure that it has the required control and rights
to ensure the long-term preservation of the information.

Thus the preservation of a digital object is a complex procedure,
which follows specific policies and a general strategy defined by
the archive management in agreement with the users. It consists of
several steps, each of them operated by a number of internal
functions of the archival system. Several functions should
cooperate sequentially or in parallel via the exchange of objects
for a complete preservation process.

" http://www.ifs.tuwien.ac.at/dp/plato/intro.html
12 http://protege.stanford.edu/
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involvesEntity

nextStep

An important aspect of an archival system is the way it makes the
preserved information available to external users, also referred to
as the Designated Community. It should provide a Consumer with
search functionalities on metadata kept by the archive or even on
the preserved objects themselves. This is accomplished by the
iterative submission of queries and the return of query responses.

Based on the above description, some basic concepts that describe
the structure of an archival system and the interactions with the
users can be concluded. The workflows are divided into six
groups, in accordance to the functional entity that is responsible
for their execution. Specifically, the workflows are related to
Ingest, Archival Storage, Data Management, Administration,
Preservation Planning and Access. A workflow may be executed
directly and therefore be considered as a primitive workflow, or it
may have to wait for another workflow to be completed in order
to be able to start. Each workflow consists of one or more steps,
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which are executed consecutively or may be executed in parallel.
A step has an input and/or output object and is executed by a
specific function. After a step is completed it may call the next
step(s), call another workflow or end the workflow. The exact
classes and properties that constitute the proposed ontology are
introduced in the next sections.

3.2 Classes

The classes of the ontology are defined as follows:

Entity: It encompasses the functional entities as described in the
OAIS Reference Model. Hence its subclasses are: Ingest, Access,
Administration,  Archival Storage, Data Management and
Preservation_Planning.

Function: The entities perform particular functions; according to
the OAIS model the subclasses of this class are the following:
Activate_Requests, Administer Database, Archival Information
_Update, Audit_Submission, Co-ordinate_Access_Activities, Co-
ordinate_Updates, Customer_Service, Deliver_Response,
Develop Packaging Designs_and Migration Plans,  Develop
Preservation_Strategies_and_Standards, Disaster Recovery,
Error_Checking, Establish Standards and Policies, Generate
AIP, Generate DIP, Generate Descriptive Info,
Generate Report, Manage Storage Hierarchy, Manage System
Configuration, Monitor Designated Community, Monitor
_Technology, Negotiate Submission Agreement, Perform
Queries, Physical Access Control, Provide Data, Quality
Assurance, Receive Data, Receive Database Updates, Receive
Submission, Replace Media.

Role: 1t includes the main roles of the external entities, as
described by the OAIS Reference Model; hence its subclasses are
Management, Producer and Consumer.

Object: Every object that may be exchanged between two
functions during a digital preservation process. Each object is
represented as a subclass of the Object class. According to the
OAIS model these subclasses are: AIP, AIP_request, AIP_review,
Advice, Alternatives, Appeal, Approved standards, Assistance,
Assistance _request, Audit report, Bill, Billing information,
Budget, Change requests, Commands, Cost_estimate,
Customer_comments, Customisation_advice, DIP,
Data_Formatting_standards, Database update_request,
Database_Update response, Descriptive information, Disaster
recovery policies,  Dissemination_request, ~ Documentation
standards, Duplicate AIP, Emerging standards, Error logs,
External data standards, Final ingest report, Inventory report,

Issues, Liens, Migration_goals, Migration_package,
New file format alert, Notice of data transfer, Notice of
shipping order, = Operational_statistics, ~ Order, = Payment,

Performance information, Policies, Potential error notification,
Preservation_requirements, Procedures, Product technologies,

Proposal,  Prototype request, Prototype results, Quality
assurance_results, Query_request, Query_response,
Receipt_confirmation, Recommendations, Report,
Report_request, Request_accepted_notification, Request

rejected notification, Requirements alerts, Resubmit request,
Review-updates,  Risk analysis report,  SIP,  SIP_ design,
SIP_review, SIP templates, Schedule agreement,
Security policies, Service requirements, Status of Updates,
Storage confirmation, Storage management policies, Storage
request, Submission_agreement, Survey, System_evolution

policies, System updates, Technology alert, Template, Tools,
Unanticipated_SIP_Notification.

Media: According to OAIS this class represents hardware and
software settings within the archive.

Workflow: This class is defined as the set of all the preservation
workflows. Each entity involves a subset of workflows; the
workflows in each entity are modelled as subclasses of the class
Workflow.

Step: Each workflow consists of a set of distinct steps. The steps
of each workflow are modelled as subclasses of the class Step.

Alternative: An alternative out of the normal flow in a step,
depending on a specific condition, which leads to an alternative
output object and may also result in an alternative workflow being
called.

Condition: A condition that must be satisfied so as for an
alternative to take place. This class is the set of all the conditions
that must hold before the execution of alternatives.

Knowledge Database: The database that stores the gained
experience and knowledge from preservation planning activities.

The instances of the mentioned classes correspond to particular
functions, steps, workflows, etc. applied by the administrators of a
digital repository for the preservation of the objects of particular
collections. The ontology provides a rich vocabulary to express in
detail and explicitly the actions and the dependencies between
them.

3.3 Properties and their constraints

The properties of the ontology correlate its classes defining
reasoning paths. The proposed object properties of the ontology
are defined as follows:

involvesEntity: This property correlates a workflow to the entity
involved in it. Hence the domain of this property is the class
Workflow and its range the class Entity. A constraint is defined on
the property imposing that every workflow must be related with
exactly one entity.

hasStep: This property denotes that a workflow includes at least
one step; it correlates a workflow with all the steps that are needed
for the workflow to be completed. Thus the domain of the
property is the class Workflow and its range is the class Step.

involvesFunction: The domain of this property is the class Step
and its range is the union of the classes Function, Consumer,
Producer, Management, Media and Knowledge Database. Every
step must be related to exactly one Function, Consumer,
Management, Media, Producer or Knowledge Database with the
property in hand.

belongsToEntity: This property relates a function with the entity it
belongs to; thus the domain of the property is the class Function,
while its range is the class Entity. Every function must be related
to at least one entity with this property.

inputObject: Tt defines that a step requires as input an object. Its
domain is the class Step and its range the class Object.

outputObject: It relates a step with an object produced by the step
as an output. Its domain is the class Step and its range the class
Object.
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nextStep: It correlates a step to all the steps that immediately
follow after it. Thus the domain and the range of this property is
the class Step.

callsWorkflow: It correlates a step with the workflow that is called
after its completion, denoting that a workflow might follow a step
of a preceding workflow. The domain of the property is the class
Step and the range the class Workflow.

needsWorkflow: It correlates a workflow with the required
workflows for its completion. The required workflows must be
completed before the beginning of the current workflow. This
property has two subproperties, the needsAllWorkflows and
needsAnyWorkflow. The first subproperty means that all the
required workflows must be completed before the execution of the
workflow in hand and the second subproperty implies that a
workflow can begin after the completion of any one of the
required workflows.

hasAlternative: Its domain is the class Step, while its range is the
class Alternative and denotes an alternative of a step.

alternativeOutputObject: The property identifies the output object
of an alternative step of the given step. Its domain is the class
Alternative and its range is the class Object.

alternativeTo: The domain of this property is the class Alternative
and its range is the class Object. The property defines the output
object that has been substituted by the alternative output object
(defined by the previous property).

underCondition: The domain of this property is the class
Alternative and its range is the class Condition and denotes that
the execution of an alternative step pre-supposes the satisfaction
of a condition.

callsAlternativeWorkflow: It denotes that an alternative workflow
is called during a step, instead of the workflow that would
normally be called. Its domain is the class Alternative and its
range the class Workflow.

Table 1 concludes the ontology object properties along with their
constraints. Moreover three datatype properties are introduced
that attribute the names and identifiers of the ontology instances,
as follows:

workflowld: 1t is a data type property correlating a workflow with
its identifier, which is a unique string. Every workflow must have
exactly one identifier.

objectName: 1t is a data type property correlating an object with a
name, which belongs to the string datatype. Every object must
have exactly one object name.

stepld: 1t is a data type property and denotes that every step must
have exactly one identifier; thus the domain of the property is the
class Step and its range the datatype string.

alternativeld: 1t is a data type property correlating an alternative
with its identifier, which is a unique string. Every alternative must
have exactly one identifier.

conditionld: 1t is a data type property correlating a condition with
its identifier, which is a unique string. Every condition must have
exactly one identifier.

Table 1. The ontology Properties

Name Domain Range Constraints
alternativeOutpu . .
{Object Alternative Object
alternativeTo Alternative Object
belongsToEntity Function Entity cardinality =1
callsAlternative .
Workflow Alternative Workflow
callsWorkflow Step Workflow
hasAlternative Step Alternative
hasStep Workflow Step mn cai(imahty
inputObject Step Object
involvesEntity Workflow Entity cardinality =1
Function or
Consumer or
Management or
involvesFunction Step Media or cardinality =1
Producer or
Knowledge Dat
abase
needsWorkflow Workflow Workflow
Asymmetric,
nextStep Step Step Ireflexive
outputObject Step Object
underCondition Alternative Condition n ca:llmahty

4. IMPLEMENTING THE MODEL

The ontology represents each preservation workflow as a subclass
of class Workflow. It involves exactly one entity that consists of a
number of steps, modeled as subclasses of the class Step. Totally
50 workflow models have been created covering every possible
internal function of an archival system or user interaction with the
system incorporated in OAIS. An example that demonstrates the
way the proposed ontology reveals explicitly all the characteristics
of a preservation workflow, is given in regard to the Ingest entity
as follows.

Figure 2 presents the Ingest entity as it is described in the OAIS
Functional Model. Ingest provides the services and functions to
accept Submission Information Packages (SIPs) from Producers
(or from internal elements under Administration control) and
prepare the contents for storage and management within the
archive [6]. According to Figure 2, the Ingest entity consists of
five functions, Receive Submission, Quality Assurance, Generate
AIP, Generate Descriptive Info and Co-ordinate Updates. Each
function performs specific tasks and exchanges a number of
messages and objects. The sequence of the message and object
exchanges defines the basic workflows that are specified by the
proposed model.
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Figure 2. OAIS Ingest Functional Entity

The model decomposes the Ingest entity to four workflows. The
first of them is named Ingest wfl and consists of three
sequentially executed steps, highlighted in Figure 2 as differently
coloured frames. Each frame encloses the functions and objects
participating in the respective step.

The representation of the workflow Ingest wfl by the ontology is
shown in Figure 3. The workflow needs any one of the three
workflows, namely Ingest wf4, Administration wf6 and
Administration_wf10, in order to start executing. During the first
step, the Receive Submission function receives a SIP as input
from any one of the above workflows and produces a
Receipt Confirmation and a SIP as output to the second step.
Alternatively, it can output a Resubmit_request and call the fourth
workflow, named Ingest wf4. During the second step, the
Quality Assurance function receives the SIP, it outputs a
Quality Assurance results object and continues to the third step,
where the Receive Submission function receives the
Quality Assurance results as input, outputs a SIP and calls the
second workflow named Workflow Ingest wf2.

An indicative representation of the workflow using the classes and
properties of the ontology is shown below. The following
fragment from Protégé editor defines that the workflow refers to
the Ingest entity and consists of three steps:

Ingest wfl involvesEntity exactly 1 Ingest

Ingest wfl hasStep exactly 1 Ingest wfl stepl
Ingest wfl hasStep exactly 1 Ingest wfl step2
Ingest wfl hasStep exactly 1 Ingest wfl step3

The definition of the three steps, encoded in OWL, is given by the
following fragment:

<SubClassOf>
<Class IRI="#Ingest wfl"/>
<ObjectExactCardinality cardinality="1">
<ObjectProperty IRI="#involvesEntity"/>
<Class IRI="#Ingest"/>
</ObjectExactCardinality>
</SubClassOf>
<SubClassOf>
<Class IRI="#Ingest wfl"/>

Administration_wf10

Administration_wf6

needsAnyWaorkflow

Resubmit_request

Receipt_confirmation

alternative OutputObject

needsAnyWorkflow
needsAnyWaorkflow

alternativeTo
involvesEntity @
alternativeTo callsAlternativeWorkflow

Ingest_wf1_step1_alt

Receive_Submission

/

nextStep

belongsToEntity

hasStep

Quality_Assurance

invalvesFunction

inputobject belongsToEntity
outputObject @
Quality_Assurance_results

nextStep belongsToEntity

Receive_Submission

Quality_Assurance_results

involvesFunction

Ingest _wf1_step3 inputObject

outputObject

callsWorkflow

Figure 3. Ingest first workflow

<ObjectExactCardinality cardinality="1">
<ObjectProperty IRI="#hasStep"/>
<Class IRI="#Ingest wfl stepl"/>
</ObjectExactCardinality>
</SubClassOf>
<SubClassOf>
<Class IRI="#Ingest wfl"/>
<ObjectExactCardinality cardinality="1">
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<ObjectProperty IRI="#hasStep"/>
<Class IRI="#Ingest wfl step2"/>
</ObjectExactCardinality>
</SubClassOf>
<SubClassOf>
<Class IRI="#Ingest wfl"/>
<ObjectExactCardinality cardinality="1">
<ObjectProperty IRI="#hasStep"/>
<Class IRI="#Ingest wfl step3"/>
</ObjectExactCardinality>
</SubClassOf>

Due to space limits the rest definitions are not given in OWL but
as Protégé fragments. The fact that the workflow Ingest wfl starts
after the completion of any of the workflows Ingest wf4,
Administration_ wf6 and Administration wfl0, is declared by the
following fragment:

Ingest wfl needsAnyWorkflow exactly 1 Ingest wf4

Ingest wfl needsAnyWorkflow exactly 1
Administration wf6
Ingest wfl needsAnyWorkflow exactly 1

Administration wfl0

The definition of the first step of the workflow, named
Ingest wfl stepl, which refers to the subclass
Receive _Submission of the class Function, as well as its inputs
and outputs are presented in the following fragment:

Ingest wfl stepl involvesFunction
Receive Submission

Ingest wfl stepl inputObject exactly 1 SIP

Ingest wfl stepl outputObject exactly 1
Receipt confirmation

Ingest wfl stepl outputObject exactly 1 SIP

exactly 1

The next step is named Ingest wfl step2. However the step
Ingest wfl stepl has an alternative, named Ingest wfl stepl alt.
The alternative step produces as output the object named
Resubmit_request (instead of a Receipt_confirmation and a SIP)
and of course it calls an alternative workflow named Ingest wf4.
These statements are presented in the Protégé fragment:

Ingest wfl stepl nextStep exactly 1
Ingest wfl step2

Ingest wfl stepl hasAlternative exactly 1
Ingest wfl stepl alt

Ingest wfl stepl alt alternativeTo exactly 1

Receipt confirmation

Ingest wfl stepl alt alternativeTo exactly 1 SIP
Ingest wfl stepl alt alternativeOutputObject
exactly 1 Resubmit request
Ingest wfl stepl alt
exactly 1 Ingest wf4

callsAlternativeWorkflow

The mentioned example constitutes just one indicative case of the
set of the encoded workflows that come across during a
preservation process. The rest of the workflows are modeled
similarly and are available at the URL:
http://www.ionio.gr/~papatheodor/papers/PreservationWorkflows.
owl.

5. GUIDING THE WORKFLOWS

The proposed ontology constitutes a generic model for the
representation of preservation workflows. An organization can use
the ontology to tailor its own workflows and model its internal
structure and functions. The choice of the workflows to be
implemented depends on the nature of the organization, its own
needs and internal functions as well as the specifications of its
archival system. After the selection of the needed workflows, the
organization officers should define the instances of the chosen

workflows, their steps, the input and output objects, etc. Given
that a subset of the ontology classes have been populated with
instances, then a user, who interacts with the archive under a
specific role and can execute a number of workflows according to
the rights given to this role, could be navigated to the specified
paths and monitor the execution of a set of workflows.

The interaction of that user with the archival system can start by
selecting the execution of a primitive workflow, i.e. a workflow
which is not related to any other workflows through the property
needsWorkflow. Such a workflow can be executed at any time,
regardless of other processes running simultaneously. Then, the
user input is combined with information, which is provided to the
archive by the prior periodical or on demand execution of other
workflows and is stored in the archive database. This information
may consist of standards, procedures, templates, statistics or
internal policies. The ontology ensures the continuation of the
data flows and guides the user by recommending what workflows
and steps should be performed at each time point. Moreover, the
workflow execution process may ask for the user interaction by
providing the user with feedback and requesting additional input.

For instance, a Producer can send a submission information
package (SIP) to the Receive Submission function and call the
workflow Ingest wfl to accept the SIP and manage the required
processing. The person having the role of the producer is modeled
as an instance of the class Producer and the object provided by
the producer is modeled as an instance of the SIP subclass of the
class Object. The ontology guarantees that the user will follow the
processing paths specified by the properties of the ontology and
their constraints, presented in Figure 3. The Receive Submission
function receives the SIP provided by the Producer and forwards
it to the Quality Assurance function, while it sends a
Receipt_Confirmation object back to the Producer. Alternatively,
if there are errors in the submission, a Resubmit Request is sent
back to the Producer and the appropriate workflow is called in
order for the proper resubmission of the SIP. Quality Assurance
in turn receives the SIP and send back a
Quality Assurance Results object. Finally, Receive Submission,
after getting the Quality Assurance Results, sends the SIP to the
Generate AIP function and ends workflow Ingest wfl. The
accomplishment of Ingest wfl activates the second workflow of
the Ingest entity. After the successful performance of a sequence
of workflows the object, i.e. the instance of the subclass SIP, is
stored in the database of the archival system.

Hence the ontology guides precisely the user to perform the
workflows needed to manage the preservation actions for its
repository. Concluding, the ontology covers the whole spectrum
of the registered workflows and encourages the preservation
policy makers and administrators to experiment by either adding
new workflow models or by selecting and populating the most
appropriate from the existing ones that satisfy the needs of their
organization.

6. CONCLUSIONS

Throughout this paper we proposed a model for the representation
of the digital preservation workflows, as they can be found in an
archival system. Our goal was to cover the entire preservation
process and provide a common language to organizations
concerned in the field of digital preservation. Therefore the
development of the proposed model was mainly based on the
OAIS Reference Model. OAIS is a general framework for
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understanding and applying concepts needed for long-term digital
information preservation. The OAIS Reference Model does not
specify a design or implementation. It provides a basis for
organizations that aim to implement an archive, by defining
general concepts related to long-term preservation. The proposed
model provides a tool for specifying the desired preservation
activities of an organization as well as it can recommend
particular steps and alternatives to a user who runs a preservation
activity. Its main advantageous design parameters are the
expressiveness to define clearly the preservation workflows, as
well as the interoperability and openness ensured by the usage of
semantic web languages and open standards.

The present work can be treated in a more detailed way and
constitute the basis for a future more elaborated study. The
ontology can be used as groundwork for implementing a
recommendation system enhanced with a graphical user interface,
which will be used by organizations with large volumes of
information. Such a system could be fed with a knowledge base,
depending on the organization’s data and needs, and provide a
guide for the entire preservation process.
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ABSTRACT

In this paper, we propose an Interoperability Framework (IF) for
Persistent Identifiers (PI) systems that addresses functions, roles
and responsibilities needed to make heterogeneous Pl systems
interoperable. The fundamental steps, which provided the main
inputs for the design of the model have been: 1) a survey on the
use of Pl among different stakeholder communities and 2) the
definition of interoperability use cases and requirements. The IF
is presented as a solution addressing the Pl interoperability issues,
which have been identified in the survey and have been translated
into concrete use cases to serve as requirements for designing the
model. Conclusions and intended future work close the paper.

Keywords
Persistent Identifiers (PI), PI Domain (PID), Digital Preservation
(DP), Interoperability Framework (IF), reference model, trust.

1. INTRODUCTION

The main goal of this work is to present an
Interoperability Framework (IF) for Persistent Identifiers
(PI) systems able to overcome the current limits in the use
of PI technologies in the actual isolated application
domains. When the IF is implemented, the current
fragmentation will be reduced, with many additional
benefits for the users, provided by some new cross-domain
and cross-technology services.

The research work has been carried out through a
scientific study and a desk research analysis on the state-of-
art of technologies and projects. A questionnaire and some
interviews helped to understand the user requirements. The
survey investigated current uses and approaches by
different user communities of identification systems for
digital objects, people, institutions, and few examples of
projects trying to implement interoperability among
systems. This survey confirmed the absolute lack of such

interoperability and showed that the current systems
usually work isolated or in competition, hindering the use
of PI across systems and creating complications for the
final users. This investigation has been crucial also in order
to understand the potential interest by the user communities
and the most relevant use cases for our scenario and
objectives.

Global and standardized identification systems for
people and institutions are not very common. In the digital
arena many different systems or methods for objects
identification are in use: some of them are valid only
locally or for specific types of content, others are used for
the identification of physical objects, some are not freely
resolvable, others are dynamic and can change over time,
and only some of them are really persistent over time and
can be considered part of a Digital Preservation (DP)
policy. A key concept in this work is the Persistent
Identifiers Domain (PID) meaning the system of policy and
technology implemented by a user community interested in
preserving/using digital contents and managing a PI system
for them.

To overcome this fragmented situation, in the
framework of the APARSEN Network of Excellence, a
reference model has been developed that can be adopted
and implemented by any current Pl application domain to
expose data in a format agreed in the IF, common to all the
systems. In this work we ignore all the identification
systems not in line with digital preservation criteria and,
moreover, we define a benchmark, which specifies the
criteria requested to the Pl systems to be eligible for our
reference model.
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2. THE RESEARCH CONTEXT

In order to understand the present work, it is
important to contextualize the research within the
APARSEN community. Alliance for Permanent Access to
the Records of Science in Europe Network (APARSEN),
see: http://www.aparsen.eu is a Network of Excellence
(NoE) co-funded by the European Commission at the call 6
of the FP7, started on the first of January 2011, a
consortium of experts on digital preservation with 34
partners in Europe. A NoE is a very specific instrument
with the main goal to fight fragmentation of initiatives and
research in Europe, a NoE must be thematic and cover a
specific topic in line with the FP7 objectives. In Europe
even on specific area, like digital preservation, we have a
dramatic fragmentation at any level, countries, research
centers, professional associations, projects and this causes a
waste of resource, investments, impact and competitiveness
of our institutions and companies.

APARSEN large consortium brings together a
diverse set of practitioner organizations and researchers in
order to bring coherence, cohesion and continuity on long-
term accessibility and usability of digital information and
data researches. The project aims to exploit also this
diversity of the partners by building a Virtual Centre of
Digital Preservation Excellence. The objective of this
project may be simply stated, namely to look across the
excellent work in digital preservation which is been carried
out in Europe and to try to bring it together under a
common vision. The success of the project will be seen in
the subsequent coherence and general direction of practices
and researches in digital preservation, with an agreed way
of evaluating it and the existence of an internationally
recognized Virtual Centre of Excellence.

3. PI SURVEY

The main goal of Work Package 22 (WP22) of the
APARSEN project is to propose an Interoperability
Framework (IF) among different Persistent Identifiers (PI)
systems in line with the user communities’ requirements.
The first year of the WP22 includes two tasks: Task 2210:
Survey and benchmarking led by the University of Trento
and Task 2220: Pl evaluation and integration into an
Interoperability Framework and Reference Model led by
FRD. The outcome of the Task 2210 and Task 2220 are
included in the public deliverable (DE22.1) available at
http://www.aparsen.eu/index.php/aparsen/aparsen-
deliverables/

In order to gain a clearer understanding of the
current state of the use of Pl systems by different user
communities, a questionnaire has been disseminated to the
partners belonging to the APARSEN network of excellence
and beyond this community (see complete results in Annex
| of the DE22_1). The intent of this questionnaire was to
explore existing practices, requirements and resources for
persistent identification as well as to identify real needs,
gaps and challenges related to the use of Pl systems. The

questionnaire was spread among several mailing lists such
as those hosted by JISC, DPC, APA, DANS, project
communities such as Nestor, CASPAR, PLANETS, DPE,
PersID, DataCite, etc. and association communities such as
AIB, LIBER, CRUI, etc.

Desk research was conducted to identify relevant
features, which characterize the main current Pl systems
and may have an impact on interoperability. This analysis
was also useful to understand weaknesses and strengths of
each Pl system in relation to the user expectations about
digital preservation. The results of the desk research
activity and the correspondent feature analysis are reported
in the Annex Il on the DE22_1.

Several APARSEN partners are involved directly
in Pl projects or services such as STM (DOI), CERN
(ORCID), DNB (NBN:DE), DANS (NBN:NL), FRD
(NBN:IT), where DOI and NBN are Pl systems for digital
objects and ORCID is an initiative for PI for authors, or are
users of these services, since they manage institutional
repositories, usually universities and research institutions,
or scientific datasets. Other key players such as DataCite,
SURF Foundation, National Library of Sweden, National
Library of Australia, National Library of Finland,
CrossRef, IETF NBN Working Group have been
interviewed during workshops and meetings such as the
meeting organized by Knowledge Exchange on “Exploring
interoperability of Persistent Object ldentifier systems”
which produced an important contribution to the identifier
interoperability issue through the Den Hague Manifesto
http://www.knowledge-
exchange.info/Default.aspx?1D=440
The point of view and the suggestions of these stakeholders
have been taken into account throughout our work.

3.1 Survey structure and Method

In the questionnaire we considered three kinds of persistent
identifier systems: 1) PI for digital objects; 2) Pl for
authors and creators and 3) Pl for organizations. The
survey was composed of five sections: 1) Pl for digital
objects; 2) PI for authors/information creators; 3) Pl for
organizations; 4) Criteria for the adoption of a Pl system
for digital objects; 5) Digital preservation strategies and
practices. In the first three sections we focused on
identification practices, limits and requirements for PI for
digital objects, authors and institutions. The fourth section
contains the criteria adopted by the users for the adoption
of Pl systems for digital objects, focusing on aspects
related to technology, organization of the service, scope,
naming rules and expected services. Finally, we addressed
issues concerning digital preservation strategies and
practices with a special focus on the use of written
guidelines, time span, funding and financial sustainability.

3.2 Results

The questionnaire received 103 full responses from
participants of three main represented organizations:
libraries (47%), universities (27%) and archives (22%)
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mainly from academic/research, government and public
sectors, 85% of participants were from European countries.

We report here only the results which are more
relevant for the design of the IF. The complete analysis of
the results is available in the Annex | of the DE22.1.

1) A first analysis was conducted to investigate
the current use of Pl systems for digital objects, authors
and institutions among different stakeholder communities.
The results show that the DOI (32%), Handle System
(28%) and URN (25%) are the most popular PI systems for
digital objects even though local identifier systems are still
widely adopted (24%). In particular, referring to the
stakeholder communities, DOI is the most common system
used by universities, libraries, archives and publishers,
Handle is mainly adopted by libraries and archives and
URN is almost exclusively adopted by libraries. Other
systems, like PURL and ARK, are used by a minority of
participants (<10%). This scenario shows that Pl systems
are becoming increasingly oriented towards a specific
community, indicating that an IF that allows a cross-
community and cross-system communication is clearly
needed.

From this result we gained a first indication on
which systems have to be considered to be included into
the IF. The survey results show also that Pl systems for
identifying authors are scarcely adopted (52% of
participants claimed that they do not use Pl for authors). In
any case, the IF has to assume the existence of Author 1D
systems, but avoiding a focus on specific implementations.

A very similar result to the previous one has been
found for the persistent identification of organizations. The
answers of the participants indicate that there are no
specific PI initiatives for organizations. In fact, the majority
of the respondents (39%) reported that no system is
adopted to identify their organizations. Globally, a
fragmentary picture emerges where Pl systems adopted for
digital objects are slowly adopted for institution. Following
the same approach held for author Pl systems, the IF
assumes the existence of Pl systems for organizations
avoiding a focus on specific implementations.

2) About the types of digital objects, the results
of the questionnaire show that textual documents (reported
by 98% of participants) and images (selected by 86% of
participants) are the most commonly held digital objects.
These results suggest that the IF has to address these two
types of objects first.

Two other relevant issues deal with granularity
and versioning. Concerning granularity the survey results
show that a finer capability of a Pl system to identify and
access parts of digital objects is required. Concerning
versioning the survey results indicate also that the most
common approach for content versioning is linking a new
version to the original version through metadata, followed
by the practise of considering the new version as an

autonomous object. The use of naming rules is less
common among the participants.

Thus the IF should include those PI systems that
support the scalability, granularity and versioning issues
working mainly at metadata level.

3) One of the objectives of the survey was to
investigate the limits experienced in using Pl systems for
digital objects. Some expected results have been reported,
such as “locally defined” and “no standard associated”
referred to internal identifiers solutions. It is worth
mentioning that one of the limits reported regarding DOI
and URN is “low adoption” even though these systems are
the most widely used systems within our user sample.
Finally, “ongoing costs” is one of the most frequently
mentioned limits for DOI system.

In general, users perceive a certain level of
immaturity for author identification systems which
concerns services, trust and authority.

If we compare the obstacles that the respondents
reported about the use of PI systems for authors with those
about the use of Pl systems for organizations, we can
notice that the two most frequently selected obstacles are
the same: the lack of awareness and the fact that the use of
Pl systems is not considered a key issue for the
organization. This result confirms that one of the main
actions of intervention to promote agreement across the
different stakeholder communities about the adoption of Pl
systems should start from increasing the level of awareness
about the available systems and their potential positive
effects.

4) About user requirements, we investigated four
domains: technology, organization of the service, scope
and naming rules. In terms of technology, our results
indicate that users prefer to adopt a system that represents a
de facto standard (53%), widely adopted (56%) and based
on an open source infrastructure (88%). This was an
interesting input in defining the criteria to evaluate as
eligible for the IF the PI system (Trusted PI). In terms of
the organization of the service, distributed naming
authority (48%) and supported by an institution with a
mandate (55%) were the preferred options. In terms of
scope, the respondents reported to prefer systems open to
any digital objects (81%) and cross-community (76%).
Finally, concerning naming rules opaque identifiers (55%)
(supporting deep granularity (57%)) are preferred above
semantic identifiers supporting low-level granularity. No
relevant differences were found between the stakeholder
groups in the requirements for adopting a Pl system for
digital objects.

5) The last relevant aspect for the design of the IF
deals with services. Citability is the most important service
associated to the use of PI, followed by services, which
support resolution (i.e. global resolution services,
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resolution to the resource or to metadata). More than half
of the participants reported services for digital object
certification among the required services. According to the
stakeholders analysis it seems that if citability is a desired
service for all the stakeholder groups in long term vision,
aspects related to the resolution mechanisms are more
relevant for libraries, archives and publishers, while aspects
related to certification (and metrics) are more important for
universities and research organizations.

Moreover, against our expectations, the Pl basic
services are those most required. The so-called “advanced
services” that were considered most important for the IF
received less votes’. According to this result, the
framework design took into account also the objective to
empower the basic Pl services in addition to set up the
conditions for developing new advanced services. This
result was crucial in the distinction between different levels
of service within the IF infrastructure.

4. USE CASES

Some user scenarios have been defined to
introduce and concretize the interoperability concepts and
requirements, by providing a number of use cases for IF
following the Scenario Based Design technique [6]. We
asked the partners to provide one or more scenarios from
their experiences about Pl use in a long term vision. Since
the APARSEN partners are from different domains, the
aim was to cover a wide variety of requirements for
different stakeholders communities. We have collected 13
scenarios divided in three groups: 1) Scenarios on
Citability and Metrics services, 2) Scenarios on Global
Resolution Services (GRS) and 3) Scenarios on Digital
Obiject Certification.

These scenarios have been translated into more
simple use cases, a schematic framework useful for
identifying entities, their relations, functionalities and so
forth. The results of this phase have been used as input for
the modeling phase.

5. THE Pl INTEROPERABILITY
FRAMEWORK (IF)

5.1 Pl interoperability: related initiatives

Recently, several initiatives and projects have started to
address the problem of Pl interoperability and solutions
have been proposed in different contexts facing some
issues at identifier or metadata levels. A first distinction
can be made between national and international initiatives.
Some initiatives have been emerged within a national
context (e.g PILIN? in Australia and RIDIR Sin United

! Although the relatively small size of the survey is a concern,
there are practical advantages in starting with the basic services.

2 PIs Linking Infrastructure (PILIN) project -
http://www.pilin.net.au/

Kingdom) and some of these started as a funded project on
a broader geographical level (e.g. PersID*). Other
initiatives show their presence at an international level
(such as ORCID®) and aim at introducing global standards
for identification, creating a consortium of participating
organizations. We can also distinguish between initiatives
limited to a specific discipline (e.g. for linguistic resources)
or more generic initiatives dealing with a broader range of
resources (e.g. OKKAM®). Some projects focus exclusively
on the problem of PI interoperability for digital objects
(e.g. PILIN), while other initiatives address the
interoperability issue for author identifiers (e.g. ORCID).
The diffusion of a given initiative can also be determined
by the way in which the identifiers are assigned by the
underlying ID management systems. Some governmental
initiatives limit the assignment to people, that embark on an
academic career, while other systems allow the registration
of any kind of entity (e.g. OKKAM).

5.2 IF definition

Interoperability is an essential feature for
federated information architectures which operate in
heterogeneous settings also over time. However, the use of
the concept is very heterogeneous: interoperability is
conceived in an object-related or in a functional
perspective, from a user's or an institutional perspective, in
terms of multilingualism or of technical means and
protocols. Moreover, interoperability is conceived at
different levels of abstraction: from the bitstream level up
to the semantic interoperability level [1] [2].

In this paper we describe a conceptual framework
addressing the identifier interoperability issues, which have
been identified in the survey phases and have been
translated into concrete scenarios and use cases to serve as
requirements for designing the reference model. The IF
describes the entities of our domain, their relations and
dependencies, the main functionalities and a minimal set of
concepts in order to enable the development of specific
implementations (i.e. interoperability services).

When the contents from different PIDs (which are
currently not interoperable and are completely isolated) are
visible through a common interface provided by the IF,
users can access and use any content or relation available in
the scenario. In particular, we can create any type of
service accessing all the contents across the domains and
using them even if they are from different PIDs,
overcoming in this way a relevant limit in the current
situation. The survey on current practices of Pl and the

% Resourcing Identifier Interoperability for Repositories (RIDIR)
project
http://www.jisc.ac.uk/whatwedo/programmes/reppres/ridir.aspx
* PersID project — http://www.persid.org/

% ORCID (Open Researcher and Contributor 1D) www.orcid.org
® OKKAM project http://www.okkam.org/
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description of the use cases have been crucial in order to
understand the user potential interest and access modalities
or specific required functionalities.
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Figure 1 - Interoperability Framework Architecture

5.3 Main assumptions
The |IF definition starts from the following main
assumptions:
a) In the IF we consider only entities identified by at
least one PI.
b) Only PIDs that meet criteria of Trustworthiness
are included in the IF.
c) We delegate the responsibility to define relations
among the identified entities to the Trusted PIDs.
d) We don’t address the digital preservation (DP)
issues directly but the DP strategy is demanded
from the Trusted PIDs. However the IF allows
spreading the preservation risk.
According to the main assumptions stated above, only
trusted PIDs can join the framework and populate the
scenario with their entities. It is important to notice, for the
purposes of the present work, that the user community
board managing the PID is responsible for guaranteeing
suitable policies for any aspect of the DP plan
underpinning that system, like for example, the content
selection/granularity criteria (included the FRBR’ levels),
the Trusted Digital Repositories policies and certification,
the trustworthiness of the P management, and so on.

Moreover, within each PID there can be different
approaches and architectures to share roles and
responsibilities among different components of the system,
like the Registration Authority (RA), the Certification
Authority (CA), the domain resolver, the digital repository
curator and content holders, the DP manager, and so on.
The user community is free to choose the best solution and
we trust them for the correctness of this choice.

" IJFLA- FRBR http://www.ifla.org/publications/functional-
requirements-for-bibliographic-records

5.4 The reference model
The key actors in the IF are the PI Domains (PIDs) that
include in our definition:

1) The Registration Agencies (RAs), which manage

the allocation and registration of Pl according to
the trust definition and provide the necessary
infrastructure to allow the registrants to declare
and maintain the Pl-entity relations.
We limit to only 3 types of PIDs based on the
three different types of identified entities: a) PID
for digital objects, b) PID for authors and c¢) PID
for institutions

2) The content providers (INS in Figure 1 and 2) that
are the institutions responsible for storing,
managing and preserving the access to digital
contents through the use of PI.

3) The resolver is a service able to provide
information on the object, its current location and
how to get it.

The framework provides a shared conceptual infrastructure
to represent the identified entities and their relations within
what we call an Interoperability Knowledge Base (IKB),
assuming this declared information as guaranteed by
trusted PIDs. These relations must be provided by the PIDs
when they bring an entity into the interoperability
knowledge base. In particular, some trusted PIDs will
populate the IKB with their entities presenting these
contents following an APl so providing specific info
requested by the IF. For any digital object the PID, in
addition to some descriptive metadata, should declare
existing Pl (e.g., DOI, NBN), any relation with other
objects within the domain and any Pl for persons or
institutions known by the PID.

In this way, the IKB defines the fundamental relations
between the entities in play in the domain (e.g. between
objects and PI), creating a layer of accessible knowledge
on which interoperability services can be built thanks to the
explicit representation of these relations (see Figure 2).
Indeed, the knowledge generated independently by the
trusted PIDs using the framework, will be exposed on the
Web with a common semantics and interface enabling user
to access to all the domains and using all the contents even
if they are from different PIDs. Figure 2 shows also that
institutions that adopt more then one Pl system for their
resources, for instance DOI and NBN, contribute to the
IKB of the DOI PID and NBN PID with the same relation
statements. Thus, IKBs present some overlapping (in
Figure 2 is represented by overlapping area between PID-A
and PID-B) that can be exploited as a bridge to walk across
PIDs and enabling new services to discover new
relationships and make inferences on digital resources.
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Figure 2 - Significant relations established through the IF across
the PID boundaries.

5.5 IF main concepts

Resource: A resource is one of the most primitive concepts
in the IF reference model and covers any entity that can be
identified by at least one PI. Entities, which are not
assigned to a PI, are not eligible for the IF. A resource is a
representation of a physical or an abstract entity. Since the
concept of resource can be very different in different PIDs,
we propose a very general definition, which encompasses
the diverse range of digital resources, including resources
such as objects, annotations, and metadata. We consider
three main kinds of resources in the framework: a) Digital
Objects, b) Authors, ¢) Institutions.

Other kinds of resources can be included in the future with
the development of Pl systems dealing with other types of
entities, such as events, locations and so on.

Digital Object: A digital object is any kind of digital
resource, which is identified by at least one Pl assigned by
a trusted PID. We don’t provide a more specific definition
because we rely on the definition provided by the trusted
PID which has assigned the Pl to the resource. A digital
object with no Pl is not eligible for the IF.

Author: An author is a physical entity, which is the creator
of a digital object and is identified by at least one PI
assigned by a trusted PID. Whereas digital objects are
digital in nature, authors are physical entities which are
represented through descriptions (i.e. profiles) in the digital
world. Therefore, while a Pl for a digital object can point
directly to the object, a PI for an author does not point to
the author but always to a description of him/her. Moreover
the resource, which describes an author, is expected to
change as the referent inherently changes across time.
Therefore, “the sameness” property of a Pl for an author
means referring to the “same physical entity” (i.e. the same
author and not the same unchanged digital resource), while
that of a PI for a digital object means referring to the “same
digital entity” (i.e. the same digital resource, in some cases
migrated or not, it depends by the PID policy).

Institution: An institution is a physical entity, which
affiliates authors and other human agents and is identified
by at least one Pl assigned by a trusted PID for institutions.

Persistent ldentifiers: a Pl is a character string used to
uniquely identify a resource within a PID regardless of
where the resource is located. In the framework we
distinguish between 3 kinds of PI.

PID: a Pl Domain is a system of users and service
providers, which manages the assignment of PI for any
type of relevant entities (e.g. digital objects, authors,
institutions). Typically, these types of systems are different
for different communities and specific for types of objects.
PIDs must be trustable in a very long-term vision. We trust
PIDs for the implementation of adequate DP rules and
strategies.

Policy: the concept represents the set of conditions, rules,
restrictions, terms and regulations governing the entire life
cycle of a digital resource and its management within a
trusted system. This domain is very broad and dynamic by
nature. The concept of policy captures the minimal
relationships connecting it to the other relevant entities in
the framework. The model is extensible and other
subclasses of policies could be easily added in future
Resolver: A resolver is a system that provides the link
between a Pl and information about the object and its
current location on Internet, and if available relations with
other entities.

User/Actor: An actor is an entity that is external to the
interoperability system and interacts with it and uses the
related services. Both humans and machine can be users.

5.6 PI trust criteria

In order to design a reliable IF among Pl systems, we have
to define the criteria that should be met by a PI system. A
Pl framework has to be reliable to enable the development
of advanced services. Thus, only those PIDs that match our
criteria for trust will be taken into account as potential
component of the framework.

In order to define the trusted PIDs we introduced a small
set of criteria distinguishing between mandatory (M) and
optional (O) criteria. The criteria are adopted to decide if a
Pl domain is trusted and eligible for the IF. The definition
of these criteria has been suggested by several studies such
as, “Pl for Cultural Heritage DPE briefing paper” [3],
NESTOR reports on trustworthiness of Pl systems [4], A
Policy Checklist for Enabling Persistence of Identifiers [5],
the results of the ERPANET ® and DCC ®workshops.

8 ERPANET workshop Persistent Identifiers Thursday 17th -
Friday 18th June 2004-University College Cork, Cork, Ireland
www.erpanet.org/events/2004/cork/index.php

® DCC Workshop on Persistent Identifiers 30 June — 1 July 2005
Wolfson  Medical  Building, University of Glasgow
http://www.dcc.ac.uk/events/pi-2005/
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1. Having at least one Registration Agency (RA).
Within a Pl domain it is necessary that a RA is established
to assign and maintain the association PI- digital resource.
This criterion is considered mandatory in the IF trust
assessment.

2. Having one Resolver accessible on the Internet.

To meet this criterion, a resolver able to resolve a Pl has to

be accessible on the Web. This criterion includes also the

capability of a PI to be resolved to an entity represented by

a Web page or file, or to both object and metadata or to

multiple objects, such as different formats of the same

objects, or different content types, through the same P1. We
consider this criterion mandatory in our framework.

3. Uniqueness of the assigned PI within the PID.

The RA has to guarantee that a PI is univocally assigned to

a digital resource within the PI domain. In fact, since a Pl is

essentially a string, the uniqueness can be guaranteed only

within a domain of reference served by a defined RA. This
criterion is considered mandatory in our framework.

4. Guaranteeing persistence of the assigned PI.

Each RA has to guarantee the persistence of the generated

Pl in terms of preventing the following possible actions:

a) String modification: indicates the PI string update. This

kind of updating procedure is not allowed according to our

definition of a trusted system.

b) Deletion: indicates the possibility of deleting a Pl once it

has been created and assigned. This is another process that

must be avoided to guarantee trust.

c) Lack of sustainability: indicates that a RA is not able to

guarantee its commitment to maintain a Pl as far as the

identified resource exists. Managing identifiers in a

sustainable way is another requisite for a trusted PID.

The point a) and b) can be addressed at a functional level

of the PI service but they depend by the PID policies; point

c) is related to the sustainability of the Pl service and the

PID business model. This criterion is considered

mandatory.

5. User communities, which implement the PID should
implement policies for digital preservation (e.g.
trusted digital repositories).

It is well known that the main objective of a Pl is to

provide a reliable access to digital resources in the long

term. Thus, if on the one side the RA has to guarantee the
persistence of the Pl and their association with the
identified digital resources (even if they are moved), on the
other side, Pl should be used to identify stable and
preserved digital resources. The content-providers should
manage their contents with repositories compliant with
standards and common criteria of trustworthiness™ and

10 Examples of Trusted digital repository criteria are: Date Seal
of Approval: http://www.datasealofapproval.org/, Nestor
Catalogue of Criteria for Trusted Digital Repositories:
http://files.d-nb.de/nestor/materialien/nestor_mat_08-eng.pdf,
Trusted Digital Repositories: Attributes and Responsibilities,
http://www.oclc.org/research/activities/past/rlg/trustedrep/repos
itories.pdf - Trustworthy Repositories Audit & Certification:

implement digital preservation strategies for the resources
identified by a PI. This criterion does not require an
unlimited guarantee from an organisation but a hand-over
procedure should be in place, since content providers
manage resources with different life cycles and they can
also adopt different commitment to preserve their contents
in respect to other institutions.
6. Reliable resolution.
One of the crucial functionalities of a Pl system is ensuring
that the resolution results of a Pl are always the same
across time. The definition of the meaning of the same is
critical, since different domains may manage digital
resources at a different level of granularity and require that
a Pl is generated and assigned to different levels of
abstraction of a digital resource. For instance, the PDF
version of an article and the HTML version of the same
article can be considered "equivalent manifestations" of the
same object within the DOl domain (see CrossRef
guidelines™), while they would receive two different
identifiers in the NBN domain. According to this, the
resolution within a Pl domain is reliable if the resolution of
a Pl points to the same resource along the time, according
to the similarity definition adopted by a Pl community.
This criterion is considered mandatory.
7. Uncoupling the PI from the resolver.
This criterion is crucial and refers to the PI generation rule
defined by a PI system. To be eligible for the IF a PI
system has to be based on identifiers whose syntax does
not include the URL of the resolver or the content provider
in the string. For instance, the NBN syntax definition does
not include the URL of the associated NBN resolver. This
feature is necessary because the URL of the resolver itself
can change. Thus, if a part of the PI string specifies the
URL of the resolver domain, all the Pl which contain the
original URL will become invalid, in case the resolution
service is moved to another domain. This criterion is
considered mandatory in the proposed IF.
8. Managing the relations between Pls within the
domain.
This criterion identifies the possibility to specify the
linkage between resources within the PIDs through explicit
relations between their identifiers. For example, a PID can
make explicit the part-of relation between resources
embedding this linkage within the PI string, or using
metadata. An example of this kind of relation is that which
exists between a resource and the collection of which it is

Criteria and Checklist (TRAC):
http://wiki.digitalrepositoryauditandcertification.org/pub/Main/
ReferencelnputDocuments/trac.pdf-1SO/DIS 16363:
http://public.ccsds.org/publications/archive/652x0m1.pdf,
ISO/DIS 16919
http://wiki.digitalrepositoryauditandcertification.org/pub/Main/
WebHome/RequirementsForBodiesProvidingAuditAndCertifica
tion-SecRevl.doc

Uhttp://www.crossref.org/CrossTech/2010/02/does_a_crossref_do
i_identify_a.html
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part. This criterion is considered optional in our
framework, but it represents an added value that can speed
up the implementation of interoperability services.

We are aware that there are other features and criteria
which can be considered in a Trusted Pl definition. A
critical example is scalability. A Pl system that aims to
identify an increasing number of objects on Internet (i.e. a
global distributed system) must also handle scalability to be
considered Trusted. In fact, scalability is one of the basic
requirements for the long-term sustainability of every PI
service. The main reason why we have not included the
scalability as a criterion is due to the variability of the
possible technical implementations of a system, and
the difficulties in obtaining sufficient information about the
technical implementation for making an accurate
assessment. The difficulties of obtaining definitive results
on such a criterion represent an ongoing concern that has
been taken into account in the present work.

6. CONCLUSIONS

In the 2" year of the APARSEN project the WP22
team will implement a validation mechanism in order to
evaluate the Interoperability Framework for Pl by around
30 experts, part of them external to the APARSEN
consortium. So an action plan to set up a demonstrator for
WP22 IF and related services, is under preparation with
some external possible synergies with other projects like
SCIDIP-ES™ or other initiatives like ORCID and DOI or
NBN large communities. In that demonstrator, some basic
services will be tested and refined in order to implement
the user requirements collected during the former work in
the WP22 with the questionnaire and the use cases
definition.
The validation of the model through a user group with
experts, including ones external to APARSEN, will be a
key strategy to reach consensus and make the model
suitable for all the user communities’ requirements. Thanks
to this consensus building strategy, other user communities
beyond the APARSEN consortium will be invited to join
the framework and make their content public on the
demonstrator, because it is very important to have data
from different PIDs and for objects, people and bodies for
the potential application spectrum of the user services. By
the end of the 2" year a first prototype with some cross-
domains basic services will be set up and become available
for the further development of the IF.
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ABSTRACT

A quite general view of the digital preservation problem and
its associated tasks (e.g. intelligibility and task-performability
checking, risk detection, identification of missing resources
for performing a task) is to approach it from a dependency
management point of view. In this paper we extend past
rule-based approaches for dependency management for mod-
eling also converters and emulators and we demonstrate how
this modeling allows performing the desired reasoning and
thus enables offering more advanced digital preservation ser-
vices. Specifically these services can greatly reduce the hu-
man effort required for periodically checking (monitoring)
whether a task on a digital object is performable.

1. INTRODUCTION

In digital preservation there is a need for services that help
archivists in checking whether the archived digital artifacts
remain intelligible and functional, and in identifying the
consequences of probable losses (obsolescence risks). To
tackle the aforementioned requirements [14] showed how the
needed services can be reduced to dependency management

services, and how a semantic registry (compatible with OAIS®)

can be used for offering a plethora of curation services. Sub-
sequently, [15] extended that model with disjunctive depen-
dencies. The key notions of these works is the notion of
module, dependency and profile. In a nutshell, a module can
be a software/hardware component or even a knowledge base
expressed either formally or informally, explicitly or tacitly,
that we want to preserve. A module may require the avail-
ability of other modules in order to function, be understood
or managed. We can denote such dependency relationships
as t > t’ meaning that module ¢ depends on module t'. A
profile is the set of modules that are assumed to be known
(available or intelligible) by a user (or community of users),
and this notion allows controlling the number of dependen-
cies that have to be recorded formally (or packaged in the
context of an encapsulation preservation strategy). Subse-

'Open Archival Information System (ISO 14721:2003).

quently, and since there is not any objective method to spec-
ify exactly which are the dependencies of a particular digital
object, [10] extended the model with task-based dependen-
cies where the notion of task is used for determining the
dependencies of an object. That work actually introduced
an extensible object-oriented modeling of dependency graphs
expressed in Semantic Web (SW) languages (RDF/S). Based
on that model, a number of services have been defined for
checking whether a module is intelligible by a community
(or for computing the corresponding intelligibility gap), or
for checking the performability of a task. These dependency
management services were realized over the available SW
query languages. For instance, GapMgr? and PreScan® [9]
are two systems that have been developed based on this
model, and have been applied successfully in the context
of the EU project CASPAR?. Subsequently, [16] introduced
a rule-based model which also supports task-based depen-
dencies, and (a) simplifies the disjunctive dependencies of
[15], and (b) is more expressive and flexible than [10] as
it allows expressing the various properties of dependencies
(e.g. transitivity, symmetry) straightforwardly. That work
actually reduced the problem of dependency management to
Datalog-based modeling and query answering.

However, the aforementioned works did not capture con-
verters and emulators. Since conversion (or migration) and
emulation are quite important preservation strategies, a de-
pendency management approach should allow modeling ex-
plicitly converters and emulators (and analyze them from a
dependency point of view, since they have to be preserved
too), and exploit them during the offered preservation ser-
vices. For example, a sequence of conversions can be enough
for vanishing an intelligibility gap, or for allowing performing
a task. Since there is a plethora of emulation and migration
approaches that concern various layers of a computer system
(from hardware to software) or various source/target for-
mats (e.g. see [3] for an overview), it is beneficial to use ad-
vanced knowledge management techniques for aiding the ex-
ploitation of all possibilities that the existing and emerging
emulators/converters enable, and assist preservation plan-
ning (e.g. [1]). This is crucial since the scale and complex-
ity of information assets and systems evolve towards over-
whelming the capability of human archivists and curators
(either system administrators, programmers and designers).

http://athena.ics.forth.gr:9090/Applications/CGapManager/
http://www.ics.forth.gr/isl/PreScan
“http://www.casparpreserves.eu/
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In a nutshell, the main contributions of this paper are: (a)
we extend the rule-based approach of [16] for modeling ex-
plicitly converters and emulators, (b) we demonstrate how
this modeling apart from capturing the preservability of con-
verters and emulators, enables the desired reasoning regard-
ing intelligibility gaps, task performability, risk detection
etc, (c) we introduce an algorithm for visualizing the intel-
ligibility gaps and thus assisting their treatment, and (d)
shows how the approach can be implemented using recently
emerged Semantic Web tools. The rest of this paper is or-
ganized as follows. Section 2 discusses the motivation and
the context of our work. Section 3 introduces the rule based
modeling and Section 4 discusses the corresponding infer-
ence services. Section 5 shows how the approach can be
implemented using Semantic Web tools. Finally Section 6
summarizes, discusses related issues and identifies issues for
further research.

2. CONTEXT AND BACKGROUND

Migration (according to Wikipedia) is a set of organized
tasks designed to achieve the periodic transfer of digital
materials from one hardware/software configuration to an-
other, or from one generation of computer technology to a
subsequent generation. The purpose of migration is to pre-
serve the integrity of digital objects and to retain the ability
for clients to retrieve, display, and otherwise use them in
the face of constantly changing technology. Emulation (ac-
cording to Wikipedia) combines software and hardware to
reproduce in all essential characteristics the performance of
another computer of a different design, allowing programs or
media designed for a particular environment to operate in
a different, usually newer environment. Emulation requires
the creation of emulators, programs that translate code and
instructions from one computing environment so it can be
properly executed in another. Popular examples of em-
ulators include QEMU [2], Dioscuri [17], etc. There is cur-
rently a rising interest on emulators for the needs of digital
preservation [8]. Just indicatively, [18] overviews the emula-
tion strategies for digital preservation and discusses related
issues, and several recent projects have focused on the de-
velopment of emulators for the needs of digital preservation
(e.g. see [17] and [11]).

In brief, and from a dependency perspective, we could say
that the migration process changes the dependencies (e.g.
the original digital object depends on an old format, while
the migrated digital object now depends on a newer for-
mat). Regarding emulation we could say that the emulation
process does not change the dependencies of digital objects.
An emulator essentially makes available the behavior of an
old module (actually by emulating its behavior). It follows
that the availability of an emulator can “satisfy” the depen-
dencies of some digital objects, but we should note that the
emulator itself has its own dependencies that have to be pre-
served to ensure its performability. The same also holds for
converters.

Running Example

James has a laptop where he has installed the NotePad text
editor, the javac 1.6 compiler for compiling Java programs
and JRE1.5 for running Java programs (bytecodes). He is
learning to program in Java and C++ and to this end, and
through NotePad he has created two files, HelloWorld. java

and HelloWorld.cc, the first being the source code of a pro-
gram in java, the second of one in C++. Consider another
user, say Helen, who has installed in her laptop the Vi editor
and JRE1.5.

Suppose that we want to preserve these files, i.e. to ensure
that in future James and Helen will be able to edit, compile
and run these files. In general, to edit a file we need an ed-
itor, to compile a program we need a compiler, and to run
the bytecodes of a Java program we need a Java Virtual Ma-
chine. To ensure preservation we should be able to express
the above.

To this end we could use facts and rules. For example,
we could state: A file is editable if it is TextFile and a
TextEditor is available. Since James has two text files (Hel-
loWorld. java, HelloWorld.cc) and a text editor (NotePad),
we can conclude that these files are editable by him. By a
rule of the form: If a file is Editable then it is Readable too,
we can also infer that these two files are also readable. We
can define more rules in a similar manner to express more
task-based dependencies, such as compilability, runability
etc. For our running example we could use the following
facts and rules:

Facts and Rules [ James | Hellen

Facts

NotePad is a TextEditor

VI is a TextEditor v

HelloWorld.java is a JavaFile

HelloWorld.cc is a C++File

javacl.6 is a JavaCompiler

JRE1.5 is a JVM

SNENENENENEEN

gee is a C++Compiler

Rules

A file is Editable if it is a TextFile and a TextE-
ditor is available

A file is JavaCombilable if it is a JavaFile and a
JavaCompiler is available

A file is C4+-+Combilable if it is a C+-+File and a
C++Compiler is available

A file is Compilable if it is JavaCompilable or
C++Compilable

A file is a TextFile if it is JavaFile or C++File

If a file is Editable then it is Readable

Table 1: Modeling the running examples with Facts
and Rules

The last two columns indicate which facts are valid for James
and which for Helen. From these we can infer that James is
able to compile the file HelloWorld. java and that if James
sends his TextFiles to Helen then she can only edit them but
not compile them since she has no facts about Compilers.

Let us now extend our example with converters and emula-
tors. Suppose James has also an old source file in Pascal PL,
say game.pas, and he has found a converter from Pascal to
C++, say p2c++. Further suppose that he has just bought
a smart phone running Android OS and he has found an
emulator of WinOS over Android OS. It should follow that
James can run game.pas on his mobile phone (by first con-
verting it in C++4, then compiling the outcome, and finally
by running over the emulator the executable yielded by the
compilation). ¢

Regarding curation services, we have identified the following
key requirements

Task-Performability Checking. To perform a task we have to
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perform other subtasks and to fulfil associated requirements
for carrying out these tasks. Therefore, we need to be able
to decide whether a task can be performed by examining
all the necessary subtasks. For example, we might want to
ensure that a file is runnable, editable or compilable. This
should also exploit the possibilities offered by the availability
of converters. For example, the availability of a converter
from Pascal to C++, a compiler of C++ over Windows OS
and an emulator of Windows OS over Android OS should
allow inferring that the particular Pascal file is runnable over
Android OS.

Risk Detection. The loss or removal of a software module
could also affect the performability of other tasks that de-
pend on it and thus break a chain of task-based dependen-
cies. Therefore, we need to be able to identify which tasks
are affected by such removals.

Identification of missing resources to perform a task. When
a task cannot be carried out it is desirable to be able to com-
pute the resources that are missing. For example, if Helen
wants to compile the file HelloWorld. cc, her system cannot
perform this task since there is not any C++Compiler. He-
len should be informed that she should install a compiler for
C++ to perform this task.

Support of Task Hierarchies. It is desirable to be able to de-
fine task-type hierarchies for gaining flexibility and reducing
the number of rules that have to be defined.

Properties of Dependencies. Some dependencies are transi-
tive, some are not. Therefore we should be able to define
the properties of each kind of dependency.

Background: Datalog

Datalog is a query and rule language for deductive databases
that syntactically is a subset of Prolog. As we will model our
approach in Datalog this section provides some background
material (the reader who is already familiar with Datalog
can skip this section).

The basic elements of Datalog are: variables (denoted by a
capital letter), constants (numbers or alphanumeric strings),
and predicates (alphanumeric strings). A term is either a
constant or a variable. A constant is called ground term and
the Herbrand Universe of a Datalog program is the set of
constants occurring in it. An atom p(t1, ..., t,) consists of an
n-ary predicate symbol p and a list of arguments (1, ..., tn)
such that each t; is a term. A literal is an atom p(t1, ..., tn)
or a negated atom —p(t1,...,tn). A clause is a finite list of
literals, and a ground clause is a clause which does not con-
tain any variables. Clauses containing only negative literals
are called negative clauses, while positive clauses are those
with only positive literals in it. A unit clause is a clause with
only one literal. Horn Clauses contain at most one positive
literal. There are three possible types of Horn clauses, for
which additional restrictions apply in Datalog:

e [lacts are positive unit clauses, which also have to be
ground clauses.

e Rules are clauses with exactly one positive literal. The
positive literal is called the head, and the list of nega-
tive literals is called the body of the rule. In Datalog,
rules also must be safe, i.e. all variables occuring in

the head also must occur in the body of the rule.
e A goal clause is a negative clause which represents a
query to the Datalog program to be answered.

In Datalog, the set of predicates is partitioned into two dis-
joint sets, K Pred and IPred. The elements of EPred de-
note extensionally defined predicates, i.e. predicates whose
extensions are given by the facts of the Datalog programs
(i.e. tuples of database tables), while the elements of I Pred
denote intensionally defined predicates, where the extension
is defined by means of the rules of the Datalog program.

In our context, the proposed implementation is described at
Section 5.

3. THE RULE-BASED MODEL

In accordance to [16], digital files and profiles (as well as par-
ticular software archives or system settings) are represented
by facts (i.e. database tuples), while task-based dependen-
cies (and their properties) are represented as Datalog rules.
To assist understanding, Figure 1 depicts the basic notions in
the form of a rather informal concept map, in the sense that
a rule-based approach cannot be illustrated with a graph in
a manner both intuitive and precise.

implies

Task i require Task
i Performability - Dependencies

Conversion Emulator

. Performability | Performability subTypeOf
. has
Module ¥ Module Type
consistsOf : T ﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂ :
Transformer -
/\ special
Profile Converter Emulator kind Of

Figure 1: Informal concept map

Digital Files, Type Hierarchies, and Profiles

Digital files and their types are represented as EDB facts
using predicates that denote their types, e.g. for the three
files of our running example we can have the facts shown in
the left column of the following table. Software components
are described analogously (e.g. see right column).

Facts
for digital files for software components
JavaFile (HelloWorld.java). | TextEditor(vi).
C++File(HelloWorld.cc). JVM(jrel.b5win)
PascalFile(game.pas) . JVM(jrel.6linux)

Each file can be associated with more than one type. In
general we could capture several features of the files (apart
from types) using predicates (not necessarily unary), e.g.
LastModifDate (HelloWorld. java, 2008-10-18).

The types of the digital files can be organized hierarchically,
and such taxonomies can be represented with rules, e.g. to
define that every JavaFile is also a UTF8File we must add
the rule UTF8File(X) :- JavaFile(X).
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A profile is a set of facts, describing the modules available
(or assumed to be known) to a user (or community). For
example, the profiles of James and Helen are the ticked facts
in the corresponding columns of Table 1.

Task-Dependencies and Task Hierarchies

We will also use (IPred) predicates to model tasks and their
dependencies. Specifically, for each real world task we de-
fine two intensional predicates: one (which is usually unary)
to denote the (performability of the) task, and another one
(with arity greater than one) for denoting the dependencies
of the task. For instance, Compile (HelloWorld. java) will
denote the compilability of HelloWorld. java. Since its com-
pilability depends on the availability of a compiler (specifi-
cally a compiler for the Java language), we can express this
dependency using a rule of the form: Compile(X) :- Com-
pilable(X,Y) where the binary predicate Compilable(X,
Y) is used for expressing the appropriateness of a Y for
compiling a X. For example, Compilable (HelloWorld. java,
javac 1.6) expresses that HelloWorld. java is compilable
by javac 1.6. It is beneficial to express such relationships
at the class level (not at the level of individuals), specifically
over the types (and other properties) of the digital objects
and software components, i.e. with rules of the form:

Compilable(X,Y) :- JavaFile(X), JavaCompiler(Y).
Compilable(X,Y) :- C++File(X), C++Compiler(Y).
Runable(X,Y) :- JavaClassFile(X), JVM(Y).
Editable(X,Y) :- JavaFile(X), TextEditor(Y).

Relations of higher arity can be employed based on the re-
quirements, e.g.:

Run(X) :- Runnable(X,Y,Z)
Runnable(X,Y,Z) :- JavaFile(X), Compilable(X,Y), JVM(Z)

We can express hierarchies of tasks as we did for file type
hierarchies, for enabling deductions of the form: “if we can
do task A then certainly we can do task B”, e.g. “if we can
edit something then certainly we can read it too” expressed
as : Read(X) :- Edit(X).

We can also express general properties of task dependen-
cies, like transitivity. For example, from Runnable (a.class,
JVM) and Runnable(JVM, Windows) we might want to infer
that Runnable(a.class, Windows). Such inferences can be
specified by a rule of the form:

Runable(X,Y) :- Runnable(X,Z), Runnable(Z,Y).

As another example, IntelligibleBy(X,Y) :-
IntelligibleBy(X,Z), IntelligibleBy(Z,Y). This means
that if X is intelligible by Z and Z is intelligible by Y, then
X is intelligible by Y. This captures the assumptions of the
dependency model described in [14] (i.e. the transitivity of
dependencies).

Modeling Converters

Conversions are special kinds of tasks and are modeled dif-
ferently. In brief to model a converter and a correspond-
ing conversion we have to introduce one unary predicate for
modeling the converter (as we did for the types of digital
files) and one rule for each conversion that is possible with
that converter (specifically one for each supported type-to-
type conversion).

In our running example, consider the file game.pas (which
contains source code in Pascal PL), and the converter p2c++

from Pascal to C++. Recall that James has a compiler for
C++. It follows that James can compile game.pas since he
can first convert it in C++ (using the converter), then com-
pile it and finally run it. To capture the above scenario it is
enough to introduce a predicate for modeling the converters
from Pascal to C++, say ConverterPascal2C++, and adding
the following rule:

C++File(X) :- PascalFile(X), ConverterPascal2C++(Y).

Since the profile of James will contain the facts
PascalFile(game.pas) and ConverterPascal2C++(p2c++),
we will infer C++File(game.pas), and subsequently that this
file is compilable and runnable.

Finally we should not forget that a converter is itself a mod-
ule with its own dependencies, and for performing the in-
tended task the converter has to be runnable. Therefore, we
have to update the rule as follows:

C++File(X) :- PascalFile(X), ConverterPascal2C++(Y)
Run(Y).

Modeling Emulators

Emulation is again a special kind of task and is modeled
differently. Essentially we want to express the following: (i)
If we have a module X which is runnable over Y,

(ii) and an emulator E of Y over Z (hosting system=Z, target
system=Y,

(iii) and we have Z and E,

(iv) then X is runnable over Z. For example, consider the
case where:

X=a.exe (a file which is executable in Windows operating
system),

Y=Win0S (the Windows operating system),

Z=Android0S (the Android operating system), and

E=W4A (i.e. an emulator of WinOS over AndoidOS).

In brief, for each available emulator (between a pair of sys-
tems) we can introduce a unary predicate for modeling the
emulator (as we did for the types of digital files, as well as
for the converters), and writing one rule for the emulation.

For example, suppose we have a file named a.exe which is
executable over WinOS. For this case we would have written:

Run (X) :- Runnable(X,Y)
Runnable(X,Y) :- WinExecutable(X), WinOS(Y)

and the profile of a user that has this file and runs WinOS
would contain the facts WinExecutable(a.exe) and

Win0S (mycomputer), and by putting them together it follows
that Run(a.exe) holds. Now consider a different user who
has the file a. exe but runs Android0S. However suppose that
he has the emulator W4A (i.e. an emulator of WinOS over
AndoidOS). The profile of that user would contain:

WinExecutable(a.exe)
Android0S (mycomputer) // instead of WinOS(mycomputer)
EmulatorWinAndroid (W4A)

To achieve our goal (i.e. to infer that a.exe is runnable),
we have to add one rule for the emulation. We can follow
two approaches. The first is to write a rule that concerns
the runnable predicate, while the second is to write a rule
for classifying the system that is equipped with the emulator
to the type of the emulated system:

A. Additional rule for Runnable
This relies on adding the following rule:
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Runnable(X,Y,Z):- WinExecutable(X),
EmulatorWinAndroid(Y), Android0S(Z)

Note that since the profile of the user contains the fact
EmulatorWinAndroid(W4A) the body of the rule is satisfied
(for X=a.exe, Y=W4A, Z=myComputer), i.e. the rule will yield

the desired inferred tuple Runnable (a.exe,W4A ,mycomputer).

Note that here we added a rule for the runnable which has
3 variables signifying the ternary relationship between exe-
cutable, emulator and hosting environment.

B. Additional type rule (w.r.t. the emulated Behav-
ior)

An alternative modeling approach is to consider that if a
system is equipped with one emulator then it can also op-
erate as the emulated system. In our example this can be
expressed by the following rule:

Win0S(X) : - Android0S(X), EmulatorWinAndroid(Y).

It follows that if the profile of the user has an emulator of
type EmulatorWinAndroid (here W4A) and mycomputer is of

type Android0S, then that rule will infer that Win0S (mycomputer),

implying that the file a.exe will be inferred to be runnable
due to the basic rule of runnable which is independent of
emulators (i.e. due to the rule

Runnable(X,Y) :- WinExecutable(X), Win0S(Y)).

Both (A and B) approaches require the introduction of a new
unary predicate about the corresponding pair of systems,
here EmulatorWinAndroid. Approach (A) requires intro-
ducing a rule for making the predicate runnable “emulator-
aware”, while approach (B) requires a rule for classifying
the system to the type of the emulated system. Since em-
ulators are modules that can have their own dependencies,
they should be runnable in the hosting system. To require
their runnability during an emulation we have to update the
above rules as follows (notice that last atom in the bodies
of the rules):

A’: Runnable(X,Y,Z):- |IB?: WinOS(X):-
WinExecutable (X), | Android0S(X),
EmulatorWinAndroid(Y), | EmulatorWinAndroid(Y),
Android0S(Z), | Runnable (Y,X)
Runnable(Y,Z) |

Synopsis To synopsize, methodologically for each real world
task we define two intensional predicates: one (which is usu-
ally unary) to denote the performability of the task, and
another one (which is usually binary) for denoting the de-
pendencies of task (e.g. Read and Readable). To model a
converter and a corresponding conversion we have to intro-
duce one unary predicate for modeling the converter (as we
did for the types of digital files) and one rule for each con-
version that is possible with that converter (specifically one
for each supported type-to-type conversion). To model an
emulator (between a pair of systems) we introduce a unary
predicate for modeling the emulator and writing one rule for
the emulation. Regarding the latter we can either write a
rule that concerns the runnable predicate, or write a rule
for classifying the system that is equipped with the emula-
tor to the type of the emulated system. Finally, and since
converters and emulators are themselves modules, they have
their own dependencies, and thus their performability and
dependencies (actually their runnability) should be modeled
too (as in ordinary tasks).

4. REASONING SERVICES

In general, Datalog query answering and methods of logi-
cal inference (i.e. deductive and abductive reasoning) are
exploited for enabling the required inference services (per-
formability, risk detection, etc). Here we describe how the
reasoning services described at Section 2 can be realized in
the proposed framework.

Task-Performability. This service aims at answering if a
task can be performed by a user/system. It relies on query
answering over the Profiles of the user. E.g. to check if

HelloWorld.cc is compilable we have to check if HelloWorld.

is in the answer of the query Compile(X). As we described
earlier, converters and emulators will be taken into account,
meaning that a positive answer may be based on a complex
sequence of conversions and emulations. This is the essential
benefit from the proposed modeling. Furthermore, classical
automated planning, e.g. the STRIPS planning method [6],
could be applied for returning one of the possible ways to
achieve (perform) a tack. This is useful in case there are
several ways to achieve the task.

Risk-Detection. Suppose that we want to identify the conse-
quences on editability after removing a module, say NotePad.
To do so: (a) we compute the answer of the query Edit (X),
let A be the returned set of elements, (b) we delete NotePad
from the database and we do the same, let B be the re-
turned set of elements®, and (c) we compute and return the
elements in A\ B (they are the ones that will be affected).

Computation of Gaps (Missing Modules). The gap is actu-
ally the set of facts that are missing and are needed to per-
form a task. There can be more than one way to fill a gap
due to the disjunctive nature of dependencies since the same
predicate can be the head of more than one rules (e.g. the
predicate TextEditor in the example earlier). One method
for informing the curator about the possible ways to fill it is
to construct and visualize a graph that contains information
about only the related facts and rules. We propose a graph
which is actually a form of AND-OR graph. The user can
specify the desired depth of that graph, or interactively de-
cide to increase the depth gradually. The graph is actually
a compact method for presenting the (possibly numerous)
ways to fill a gap. The construction of the graph resem-
bles the way planning algorithms (in particular backwards
search-based planners) operate. The algorithm starts from
the goal and shows the corresponding rules for achieving that
goal. Those atoms of the rules which have a grounding that
belongs to (or can be inferred from) the facts of the profile
at hand, are visualized differently (e.g. colored in green, or
enclosed in squares) so that the user can discriminate the
missing from the available facts. Figure 2 shows some in-
dicative examples. In all cases the goal is a grounded atom,
i.e. A(1), however the rules and the recorded facts are dif-
ferent in each case. In case (I) the graph shows that the gap
is a grounded atom (i.e. C(1)), while in case (II) the graph
shows that the gap is a non grounded atom (i.e. C(var)).
Case (III) demonstrates a case where more than one rules
with the same head are involved, and the depth of the graph
is greater than one. The graph makes evident that there are
two possible ways to fill the gap; according to the first the

®In an implementation over Prolog, we could use the retract
feature to delete a fact from the database.
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gap comprises two non grounded atoms (i.e. D(var) and
E(var)), while according to the second it consists of one
non grounded atom (i.e. D(var)).

A recursive algorithm for producing such graphs is given (in
pseudocode) at Figure 3. The algorithm takes as input a
goal (an atom grounded or not), a depth (a positive integer
> 1) and a prevNode (the previous node, it is used only for
the recursive calls). Initially, the algorithm is called with the
goal of the user (which is a grounded atom) plus the desired
depth, and an empty (null) prevNode. The algorithm con-
structs and returns the corresponding tree graph (like those
of Figure 2), whose layout can be derived by adopting one
of the several hierarchical graph drawing algorithms.

D g A(l)
facts: {B(1)} A1)
R: A(X):-B(X), C(X) c(1)
(I g A1) B(1)
facts: {B(1)} A1)
R: A(X):-B(X), C(Y) Cvar)
(1) .
g A1)
facts: {B(1),F(2)}
R: A(X):=B(X), c(y) | A
C(X):- D(X), E(Y) Clvar)
C(X):- D(X), F(Y)

) Figure 2: Three examples of ga %raphs
Figure 4 shows a small example of a graph ot depth equal

to 2 where conversion is involved. The graph corresponds
to a case where a file a.pas is not compilable. The graph
makes evident that to turn a.pas compilable either a Pas-
calCompiler is required or a runnable Pascal2Java converter.
Note that if we had a greater depth, then the expansion
of Pascal2Java(var1l) and Run(var), would not necessarily
use the same grounding for varl and var2, although that
would be desired. This and other ways to “inject reasoning”
in the graph construction is a subject for further research.

Note that the algorithm returns always a tree and it does not
do any arbitrary grounding; it is only the original grounded
atom (i.e. the original goal) that is propagated based on
the rules. Of course if there are rules whose body contain
grounded atoms, the latter appear as such in the graph. The
algorithm also does not expand a ground atom if inferred.

Complezity. If |R| denotes the number of rules, d the depth,
and @ denotes the cost to check whether a fact exists or is
inferred (i.e. the cost of query answering), then the time
complexity of the algorithm is in O(d* Q * |R]). Since |R] is
usually low, d is an input parameter which again cannot be
very big, we can say that the complexity is low.

5. IMPLEMENTATION

There are several possible implementation approaches. Be-
low we describe one Semantic Web-based implementation
using RDF/S and OpenLink Virtuoso which is a general
purpose RDF triple store with extensive SPARQL and RDF
support [5]. Its internal storage method is relational, i.e.
RDF triples are stored in tables in the form of quads (g, s, p, 0)
where g represents the graph, s the subject, p the predi-
cate and o the object. We decided to use this system be-

Algorithm GapGraph (goal:Atom, depth:Integer, prevNode:Node):Node

(01) If (prevNode=null) then

(02)  gNode = Create node(goal)

(03) else

(04) gNode = prevNode

(05) hrs = all rules having the predicate of the goal as head

(06) If (|hrs| = 0) then { // the goal predicate is not head in any rule
(07)  headNode = gNode

(08)  return headNode

(09) }

(10) For each hr in hrs

(11)  If (|hrs| > 1) then { // there are > 1 rules having the same head

(12) ORnode = create node(ORnode)

(13) create link(gNode—ORnode)

(14) headNode = ORnode

(15)  } else

(16) headNode = gNode

(17)  If (IsGrounded(goal)) then { // e.g. consider the goal A(1)
(18) Ground the corresponding variable in all atoms of the
(19) body of the rule hr that contain that variable

(20)

}
(21)  Let BodyAtoms be the resulting set of body atoms
(22)  // if the previous step did not ground anything,
// then BodyAtoms contains the original body atoms

(23)
(24)  for each atom in BodyAtoms {
(25) atomNode = Create node(atom)
(26) Create link(headNode — atomNode)
(27) If ((IsGrounded(atom)) and
(exists in the fact set (or it can be inferred)) then

(28) Square(atomNode)
(29)
(30)  If (depth > 1) then
(31) For each atom in BodyAtoms
(32) If (Square(atomNode)=False) then {

//atomNode corresponds to atom
(33) newNode = GapGraph(atom, depth — 1, atomNode)
(34) Create link(atomNode — newNode)
(35) }
(36)
(37)

(38) Return headNode

Figure 3: The algorithm that produces gap graphs

PascalFile(a.pas)

PascalCompiler(varl)
JavaCompiler(javac|
pilerfj ) PascalFile(a.pas)
JavaFile(a.pas) Pascal2Java(varl)
Runnable(varl)

Figure 4: A visualization of a gap graph that in-
volves a converter

Compilable(a.pas)
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cause of its inference capabilities, namely backward chain-
ing reasoning, meaning that it does not materialize all in-
ferred facts, but computes them at query level. Its reasoner
covers the related entailment rules of rdfs:subClass0f and
rdfs:subProperty0f, while user defined custom inference
rules can be expressed using rule sets. Practically this means
that transitive relations (i.e. subClassof, subPropertyOf, etc.)
are not physically stored in the knowledge base, but they
are added to the result set at query answering. Transitiv-
ity is also supported in two different ways. Given a RDF
schema and a rule associated with that schema, the predi-
cates rdfs:subClass0f and rdfs:subProperty0f are recog-
nized and the inferred triples are derived when needed. In
case of another predicate, the option for transitivity has to
be declared in the query.

For our case, we have to “translate” our facts and rules to
quads of the form (g, s,p, 0) which are actually RDF triples
contained in a graph g. The support of different graphs is
very useful for the cases of profiles; we can use a different
graph for each profile. We will start by showing how facts
can be “translated” to RDF quads and later we will show
how inference rules can be expressed using ASK and CON-
STRUCT or INSERT SPARQL queries. Note that if we use
INSERT instead of CONSTRUCT then the new inferred
triples will be stored in the triple store (materialization of
inferred triples). Hereafter we will use only CONSTRUCT.
For better readability of the SPARQL statements below we
omit namespace declarations.

Modules: Module types are modeled using RDF classes
while the actual modules are instances of these classes. Mod-
ule type hierarchies can be defined using the rdfs: subclassof

using the UNION keyword (this is in accordance with the
Datalog-based rules; multiple rules with the same head have
union semantics). For example the case of Java and C++ is
captured by:
CONSTRUCT{?x <compilable> 7y}
WHERE{
{?x rdf:type <JavaFile>.
?y rdf:type <JavaCompiler>}
UNION
{?x rdf:type <C++File>.
?y rdf:type <C++Compiler>}
}

Finally the unary predicate for the performability of task,
here Compile, is expressed as:

CONSTRUCT{?x rdf:type <Compile>}
WHERE{ {7x <compilable> 7y} }

Converters: The rules regarding conversion are modeled
analogously, e.g. for the case of a converter from Pascal to
C++ we produce:

CONSTRUCT{?x rdf:type <C++File>}
WHERE{?x rdf:type <PascalFile>.
?y rdf:type <ConverterPascal2C++>.
7y rdf:type <Run>}

Note the last condition refers is an inferred type triple (Run).
If there are more than one converters that change modules
to a specific module type then the construct statement is ex-
tended using several WHERE clauses separated by UNIONS,
as shown previously.

Emulators: Consider the scenario described in section 3,

relationship. For example the fact JavaFile (’HelloWorld.java’)i.e. a user wanting to run a.exe upon his Android operating

and the rule for defining the module type hierarchy TextFile (X)

1= JavaFile(X) will be expressed using the following quads:

g, <JavaFile>, rdf:type, rdfs:Class
g, <TextFile>, rdf:type, rdfs:Class
g, <JavaFile>, rdfs:subclassof, <TextFile>
g, <HelloWorld.java>, rdf:type, <JavaFile>

Profiles: We exploit the availability of graphs to model
different profiles, e.g. we can model the profiles of James and
Helen (including only some indicative modules), as follows:

<jGrph>, <NotePad>, rdf:type, <TextEditor>
<jGrph>, <HelloWorld.java>, rdf:type, <JavaFile>
<jGrph>, <javac_1_6>, rdf:type, <JavaCompiler>
<hGrph>, <VI>, rdf:type, <TextEditor>

<hGrph>, <jre_1_5>, rdf:type, <JavaVirtualMachine>

Dependencies: The rules regarding the performability of
tasks and their dependencies are transformed to appropri-
ate SPARQL CONSTRUCT statements which produce the
required inferred triples. For example, the rule about the
compilability of Java files

(Compilable(X,Y)
pressed as:

CONSTRUCT{?x <compilable> 7y}
WHERE{?x rdf:type <JavaFile>.
?y rdf:type <JavaCompiler>}

To capture the compilability of other kinds of source files
(i.e. C++, pascal etc.) we extend the previous statement

:- JavaFile(X),JavaCompiler(Y))isex-

system. The approach B (which does not require expressing
any predicate with three variables), can be expressed by:

CONSTRUCT{7x rdf:type <Windows0S>}
WHERE{?x rdf:type <Android0S>.
7?7y rdf:type <EmulatorWin4Android>.
?y <runnable> 7x}

Services: To realize the reasoning services (e.g. task per-
formability, risk detection, etc), we rely on SPARQL queries.
For example to answer if the file HelloWorld. java can be
compiled we can send the INSERT query about the compi-
lability of the files (as shown previously) and then perform
the following ASK query on the entailed triples:

ASK{<HelloWorld.java> <compilable> 7y}

If this query returns true then there is at least one appro-
priate module for compiling the file.

The risk-detection service requires SELECT and DELETE
SPARQL queries (as discussed at section 4). For example
to find those modules whose editability will be affected if we
remove the module Notepad, we have to perform

SELECT 7x

WHERE {?x rdf:type <Edit>}

DELETE <Notepad> rdf:type <TextEditor>

From the select query we get a set A containing all mod-
ules which are editable. Then we remove the triple about
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Notepad and perform again the select query, getting a new
set B. The set difference A\ B will reveal the modules that
will be affected. If empty this means that there will be no
risk in deleting the Notepad.

Based on the above approach we have implemented a pro-
totype system. Its repository containing the facts and rules
of the examples of this paper, and behaving as specified
by the theory is accessible through a SPARQL endpoint
http://139.91.183.78:8890/sparql.

6. CONCLUDING REMARKS

In this paper we have extended past rule-based approaches
for dependency management for capturing converters and
emulators, and we have demonstrated that the proposed
modeling enables the desired reasoning regarding task per-
formability, which in turn can greatly reduce the human ef-
fort required for periodically checking or monitoring whether
a task on an archived digital object is performable.

We should clarify that we do not focus on modeling, logging
or reasoning over composite tasks in general (as for example
it is done in [4]). We focus on the requirements for ensur-
ing the performability of simple (even atomic) tasks, since
this is more aligned with the objectives of long term digital
preservation. Neither we focus on modeling or logging the
particular workflows or derivation chains of the digital arti-
facts, e.g. using provenance models like OPM or CRM Dig
[13]. We focus only the dependencies for carrying out the
desired tasks. Obviously this view is less space consuming,
e.g. in our running example we do not have to record the
particular compiler that was used for the derivation of an
executable (and its compilation time), we just care to have
at our disposal an appropriate compiler for future use. How-
ever, if a detailed model of the process is available, then the
dependency model can be considered as a read-only view of
that model.

As regards applicability, note that some tasks and their de-
pendencies can be extracted automatically as it has been
demonstrated in [9, 7]. As regards available datasets, [12] de-
scribes the P2 registry, which uses Semantic Web technolo-
gies to combine the content of the PRONOM Technical Reg-
istry, represented as RDF, with additional facts from DB-
pedia, currently containing about 44,000 RDF statements
about file formats and preservation tools.

In the near future we plan to further elaborate on gap vi-
sualization methods, while issues for future research include
composite objects (e.g. software components, systems), up-
date requirements, and quality-aware reasoning for enabling
quality-aware preservation planning.
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ABSTRACT

The main digital preservation strategies are based on meta-
data and in many cases Semantic Web languages, like RDF /S,
are used for expressing them. However RDF/S schemas or
ontologies are not static, but evolve. This evolution usu-
ally happens independently of the “metadata” (ontological
instance descriptions) which are stored in the various Meta-
data Repositories (MRs) or Knowledge Bases (KBs). Never-
theless, it is a common practice for a MR /KB to periodically
update its ontologies to their latest versions by “migrating”
the available instance descriptions to the latest ontology ver-
sions. Such migrations incur gaps regarding the specificity
of the migrated metadata, i.e. inability to distinguish those
descriptions that should be reexamined (for possible spe-
cialization as consequence of the migration) from those for
which no reexamination is justified. Consequently, there is a
need for principles, techniques, and tools for managing the
uncertainty incurred by such migrations, specifically tech-
niques for (a) identifying automatically the descriptions that
are candidate for specialization, (b) computing, ranking and
recommending possible specializations, and (c) flexible in-
teractive techniques for updating the available descriptions
(and their candidate specializations), after the user (cura-
tor of the repository) accepts/rejects such recommendations.
This problem is especially important for curated knowledge
bases which have increased quality requirements (as in e-
Science). In this paper we elaborate on this problem, we
propose a general approach, and discuss examples and a
prototype application that we have developed assuming the
RFD/S framework.

1. INTRODUCTION

The main (if not all) digital preservation approaches (e.g.
the OAIS-based) heavily rely on the existence and curation
of metadata, and currently Semantic Web languages, like
RDF/S, are increasingly used for expressing them (e.g. see
[9, 8]). However ontologies change for various reasons, e.g.
an ontology may need to change because it offers a richer
conceptualization of the problem domain, the domain of in-

terest has been changed, the perspective under which the
domain is viewed has changed, or the user/application needs
have changed, and so on.

An important observation is that this evolution happens in-
dependently of the ontological instance descriptions which
are stored in the various Metadata Repositories (MRs) or
Knowledge Bases (KBs). With the term ontological instance
description, (for short "metadata”) we refer to RDF/S [3] de-
scriptions that classify an instance o to a class ¢ or relate
two instances o,0’ with a property pr. With the term MR
or KB, we refer to a stored corpus of ontological instance de-
scriptions, which can be stored in files, in RDF/S databases
(i.e. RDF triple-stores [10]), or in the rapidly growing Linked
Open Data (LOD) cloud [2]. Due to the distributed nature
of the Web and the Semantic Web, the evolution of ontolo-
gies happens independently of the ontological instance de-
scriptions, e.g. this is the case with ontologies maintained
by standardization authorities. However, it is a common
practice (mainly for interoperability purposes) for a KB to
periodically update its ontologies to their latest versions by
“migrating” the stored instance descriptions to the latest on-
tology versions. This is actually inevitable since scientific
terminology and vocabularies constantly evolve. Such mi-
grations are usually not difficult (i.e. can be performed au-
tomatically without need for human intervention), because
newer versions are mainly (or constructed to be) compati-
ble with past ones. Nevertheless, they incur gaps regarding
the specificity of the migrated instance descriptions, i.e. in-
ability to distinguish those that should be reexamined (for
possible specialization as consequence of the migration) from
those for which no reexamination is justified. It follows that
quality control is very laborious and error-prone. In this pa-
per we introduce an approach for alleviating this problem.

Consider a corpus of instance descriptions and suppose that
at certain points in time we can assert, that the available
instance descriptions are the most specific and detailed de-
scriptions that are possible with respect to the employed
ontology. In other words, our metadata are at a good state.
For instance, we can make such an assumption after explicit
human (e.g. by the curator of the KB) inspection and ver-
ification [4], or in cases where the descriptions have been
produced automatically by a method that is guaranteed to
produce specific descriptions (e.g. by transforming curated
relational data to RDF/S descriptions [14], or by automatic
classification to categories each defined by sufficient and nec-
essary conditions, etc.). We will hereafter refer to this as-
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sumption by the name mazimum specificity assumption (for
short MSA). It is not hard to see that if the new version
of the ontology is richer than the past one, then the corpus
of the migrated instance descriptions may no longer satisfy
the MSA with respect to the new ontology.

The ability to identify the instance descriptions that satisfy
the MSA and those that do not, is useful in order to ad-
dress questions of the form: (a) for what descriptions can
we make the MSA? (b) what (class or property) instances
should probably be reclassified (to more refined classes or
properties), and (c) which are the candidate new classes or
properties (refinements) of such instances? The above ques-
tions are very useful for curating a corpus of instance de-
scriptions, i.e. for managing its specificity as the corpus (and
its ontologies) evolves over time. Without special support,
such tasks would be unacceptably expensive and vulnerable
to omissions, for large datasets.

The problem occurs in various domains, including Digital
Libraries (e.g. as the Library of Congress Subject Headings
LCSH evolves), in Biomedicine/Bioinformatics (Gene On-
tology), in e-Government (0eGOV Ontologies), etc. Figure 1
sketches some small and indicative examples of ontology evo-
lution. Our work can aid the curation of structured knowl-
edge, i.e. of digital content that is structured according to
a structurally object-oriented model, like RDF/S. For in-
stance, the datasets published in LOD fall into this category.
For other kinds of content (e.g. documents, audiovisual ma-
terial, etc), our work can aid the curation of their metadata.
For instance consider the Dublin Core' metadata schema. In
many of its elements (attributes) it is suggested to use values
coming from controlled (but evolving over time) vocabular-
ies. For instance, this is the case for the attributes subject
(for describing the topic of the resource), language (where
it is recommended to use a controlled vocabulary), coverage
(for describing the spatial or temporal topic of the resource),
and format (where the use of MIME types are suggested).
Furthermore, various subproperties for the metadata element
relation have been proposed in various contexts®. As an-
other case, consider annotations/tags of images (e.g. medi-
cal images) or entire datasets using elements from an evolv-
ing (e.g. medical) ontology, or provenance metadata (e.g.
provenance trails of 3D models) that involve artifacts (e.g.
photos) and actors (e.g. photo cameras) identified by URIs
and described by various metadata from evolving ontologies.
Also note that CIDOC CRM which is an ISO standard for
the cultural domain, consists of 86 classes and 137 prop-
erties, while its extension for digital objects, CRMdig [15],
currently contains 31 classes and 70 properties. In general
we can say that RDF/S is currently the “lingua franca” for
metadata representation and exchange, and this is the rea-
son why in this work we use it as representation framework.
Furthermore our work could be used in cases where the in-
formation object of an information carrier (of any kind), as
described in [6], is expressed using RDF/S.

We will explain the main idea of our approach using a small
example.

ExXAMPLE 1. Consider an e-commerce portal that sells var-

"http://dublincore.org/documents/dces/
’E.g. at EDM (Europeana Data Model).

ious kinds of products, and suppose the metadata that are
shown in the left part of Figure 2. Suppose a car cl that has
been classified under the class Car, and a person pl that has
been classified under the class Person, defined in an ontol-
ogy Ontl, and suppose that both classes have no subclasses.
Assume that for the current set of instance descriptions ac-
cording to Ontl the MSA holds (i.e. they are complete with
respect to specificity). We can infer, from this knowledge,
that c1 is not a Person and pl is not a Car. Let Ont2 be
a new version of that ontology which, among other, defines
the subclasses of the classes Car and Person, shown at Fig-
ure 2 (right). All subclasses of Car are possible classes for
cl. Adult is not a possible class for cl, since cl was not
a person according to Ontl. Analogously, none of the sub-
classes of Car is a possible class for pl, since pl was not
a car according to Ontl. Moreover, notice that Ontl de-
fines a property owns and suppose that (pl owns cl) is an
instance description. Also notice that Ont2 defines a sub-
property sells of owns between Person and Car. This prop-
erty will be prompted as a possible specialization of the as-
sociation between pl and cl.

The computation of possible refinements in the general case
can be complex since we can have conflicts among (a) new
positive knowledge inferable from the instance descriptions
and the new schema, (b) new “negative” information infer-
able from the past negative instance descriptions and the
new schema, and (c) the previously computed possible in-
stance descriptions (possible refinements). In fact, our ap-
proach resolves such conflicts by considering that (a) has
higher priority than (b), and (b) has higher priority than
(c). In addition, it should be possible to update correctly
the set of possibilities, at scenarios with several successive
instance migrations interwoven with several (positive or neg-
ative) user feedbacks. Finally, another challenge is to reduce
the information that has to be kept to support this scenario,
specifically to avoid having to keep negative information of
any kind, and to devise compact representations for the pos-
sibilities.

We could say that from a more general perspective, our
work contributes in enriching the lifecycle of Semantic Web
data with quality management, appropriate for scenarios
where ontologies evolve frequently and independently from
instance descriptions. As a consequence, this allows adopt-
ing iterative and agile ontology modeling approaches, appro-
priate for open environments like Linked Open Data. Note
that though there are several works and approaches for deal-
ing with the validity of data during migration in the context
of RDF/S (e.g. [11, 7, 13]), there is no work for managing
their specificity and quality while ontologies evolve.

The rest of this paper is organized as follows. Section 2 pro-
poses a process model for managing the specificity of meta-
data, and discusses (mainly through examples) the princi-
ples of our approach. Section 3 describes the prototype ap-
plication that we have developed which is publicly available.
Finally, Section 4 concludes the paper and identifies issues
for further research.

A thorough elaboration of the problem (that includes for-
mal definitions, algorithms, complexity and experimental re-
sults) is available in a technical report submitted for journal
publication.
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2. THE APPROACH

2.1 The Life-Cycle

Apart from identifying the information that could be fur-
ther specialized (as we discussed just before), we would like
to aid making it as specific as possible. Therefore, we should
support flexible and interactive processes for managing the
computed possibilities, where the user will be able to either
accept or reject the computed recommendations, and even-
tually update the knowledge base reaching to a state where
the MSA holds (at least for those resources for which this is
possible). The ranking of possibilities is important for de-
signing user-friendly interaction schemes, since we may have
a high number of recommendations. Essentially, we propose
a process like the one sketched in the right part of Figure
3. Specifically, assume that the user selects some instances
then the system displays ranked all or some of the possible
instance descriptions for the selected instances. The user ac-
cepts or rejects these instance descriptions and the system
updates appropriately the KB and its possible part. Note
that the possible part of the KB is stored explicitly and sep-
arately. In our toy example, this means that we can rank
the possible classes for c1, so that if the user is prompted to
select a possible class for c1, then Diesel and Ecological
will be the first classes to be displayed. If the user rejects
the class Ecological, then all its subclasses will be rejected
from the possible classes (and this reduces the effort required
for reaching a state where the MSA holds).

2.2 Foundations and Examples

For reasons of space here we describe only the main points
of the theory (the reader can refer to the technical report
for the details) and provide some indicative examples.

For expressing (actually bounding) the uncertainty regard-
ing the specificity of a description caused by its migration to
a new schema, we introduce the notion of possible instance
triples. To capture the various application-specific assump-
tions about the specificity of the descriptions of a KB, we
introduce the notion of TFP-partition (True-False-Possible
partition). We denote the TFP-partition of a KB K by a
triple (of the form C;(K), Mk, Px), the first being a set of
positive instance triples (explicitly stated or inferrable), the
second is a set of negative instance triples, and the last is a
set of possible instance triples.

We view the migration of a set of instance triples to a new
schema S’ as a transition between two TFP-partitions, i.e.
(Ci(K),MK,PK) ~ (Ci(Kl),MK/7PK/). Note that the
new schema S’ can be backwards or non-backwards compat-
ible with the current schema S. Schema S’ is backwards
compatible with S, if the closure of S (based on the stan-
dard inference rules of RDF/S) is subset of the closure of
S’

The transition between two TFP-partitions, is governed by
few postulates which are very general (i.e. RDF/S indepen-
dent). We adopt two postulates for the case of backwards
compatible, and an additional one (third) for the case of
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non-backwards compatible schema evolution.

Specifically the first postulate (P1) gives priority to the pos-
itive knowledge inferrable from the instance triples and the
new schema, and it is consistent with (and reminiscent of)
the principle “Recent knowledge prevails the old one” (also,
called “Principle of Success” [1] and “Primacy of New Infor-
mation” [5]).

The second postulate (P2) states that past negative infor-
mation cannot become possible, meaning that past negative
information is preserved as long as it does not contradict
with the new positive knowledge.

The last postulate (P3), which is needed only when the new
schema is not backwards compatible with the old schema,
states and those instance triples that were previously pos-
itive, but according to the new schema are not, should be
considered in the new TFP-partition as negative (not possi-
ble).

Based on the above postulates, a small set of derivation
rules are defined for carrying out a transition for the case
of RDF/S. It is important to note that transitions between
TFP-partitions can be defined without having to keep any
negative information (i.e. the “M” part of a TFP-partition).
Instead only the certain and the possible part of the KB has
to be kept, reaching to what we call extended KB (eKB). A
further compression of the possible part of the eKB is feasi-
ble and suitable for large data sets. Specifically a compact
(interval-based) representation of the set of possible instance
triples is possible. However the important point is that if the
curation process is followed and the curator accepts/rejects
the migration-related uncertainties, then the possible part
of the KB becomes empty, i.e. no extra storage is required.

Figure 4 illustrates two migrations. The initial schema (at
left) contains only one class Person. The KB contains only
one instance triple, stating that John is a Person. In the
second schema (at the middle) we can see that the class
Person has been extended with five subclasses. During the
migration all these classes are considered as possible classes
for John. In the figure they are enclosed by a dashed rect-
angle and the natural numbers indicate their ranking. Now
suppose that the system suggests as possible classes for John
only those with rank 1, i.e. the class Student and the class
Employee. If we suppose that the curator rejects them, then
at the right of the figure we can see the new KB. Notice that
the set of possible instance triples becomes empty.

Figure 5 illustrates a variation of the previous scenario, where
we assume that the system suggests to the curator only three
(of the five) possible classes for John, namely the classes Stu-
dent, PostGraduate, and Employee. Here we assume that
the curator decides to accept the recommendation Post-
Graduate. At the right diagram we can see the new state
of the KB. The set of new possible instance triples contain
only that John could be PhD_Student.

Figure 6 shows an example of a migration to a non back-
wards compatible schema (notice that one subclassOf re-
lationship has been deleted). The left diagram shows the
possible classes for John (result of past migrations). At the

bottom of the figure we can see the TFP-partition of these
KBs. Note that John is no longer Permanent Employee due
to (P3). Also note that the previously possible instance
triple (John, type, Full-time Permanent Employee) has
been removed and does not belong to Pgs because (John,
type, Permanent Employee) is now negative.

The previous examples involved only classes. Properties are
analogously treated. An example is shown at Fig 7.

For reasons of completeness, here we describe the rules that
determine how the possibilities after a migration are defined.
Suppose we are in the context of a transition (C;(K), Mk, Pk)
~ (Ci(K"), Mg, Px/). Tt follows from the postulates, that
for a new class ¢’ (i.e. a class that was not element of 9), it
holds that: (o type ') should be placed at Py iff:

(i) (o type ) ¢ Ci(K), and

(ii) for all not new (i.e. in S) classes ¢ that are superclasses
of ¢’ it holds (o type ¢) € (C;(K') U Pk).

Analogously, for a new property pr’ (i.e. a property that
was not element of S), it holds that: the triple (o pr’ o')
should be placed at Py iff:

(i) the triple (o pr’ o') is valid to add, i.e. it respects the
domain and range constraints,

(ii) (o pr’ o') ¢ C;(K'), and

(iii) for all not new (i.e. in S) properties pr that are super-
properties of pr’, it holds (o pr o) € (C;(K') U Pk).
Regarding deletions, Py will not contain the instance triples
of Pk that their “supertriples” involving old classes or old
properties do not belong to C;(K') U Px. The rest of the
instance triples in Px are transferred to Pgk.

3. THE PROTOTYPE

We have implemented a proof-of-concept prototype, called
RIMQA (RDF Instance Migration Quality Assistant)®,
supporting the entire lifecycle process. Some screendumps
are shown at Figure 8.

The user selects the source ontology (.rdfs file) and a file
that contains instance descriptions (.rdf file) with respect to
that ontology. The latter file could be the result of apply-
ing an export operation over the system that manages the
metadata of an archive. Subsequently, the user selects the
destination ontology (.rdfs file), which is a subsequent ver-
sion of that ontology and optionally the user selects a file
with possible instance descriptions (.rdf* file) derived from
a previous migration with respect to the source ontology
and one of its previous versions. The system then automat-
ically migrates the instance descriptions from the source to
the destination ontology. Then, it computes the possible
instance triples.

After that, if the user presses the “Start Curation” button,
the curation process starts. If the user selects the “Statis-
tics” menu, he can see the most indicative statistics about
the source and the destination ontology, i.e. (a) the number
of original classes, properties, (explicit) schema triples, and
instance triples in both ontologies, and (b) the number of
added classes and properties, and the number of added and

3The tool is available at
http://www.ics.forth.gr/is1/RIMQA/.

4Note that we use the RDF format in order to store possi-
bilities, as they are instance triples.
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deleted (explicit and inferred) schema triples in the destina-
tion ontology. The user can also get information about the
possibilities of the source and the destination ontology, e.g.
the number of possible class instance triples and possible
property instance triples in both ontologies.

To curate the resulting descriptions (“Curate” menu), RIMQA
allows the user to inspect all possible class and property
instance triples. Regarding class instance triples, all possi-
ble class instance triples are listed and the user is able to
add (by pressing the “Accept” button) one or more possi-
ble class instance triples to the certain part of the extended
KB (eKB). Subsequently, the selected possible class instance
triples and all their supertriples are added to the certain part
of the eKB and they are removed from the multiple choice
list and from the possible part of the eKXB. The user can also
remove (by pressing the “Reject” button) one or more possi-
ble class instance triples from the possible part of the eKB.
Subsequently, the selected possible class instance triples and
all their subtriples are removed from the multiple choice list
and from the possible part of the eKB. After that, the user
selects to save the new certain and possible part of the eKB
(by pressing the “Save eKB” button).

If the user selects to save the eKB (by pressing the “Save
eKB” button), we store the new instance triples, i.e. the
certain part of the eKB, in a .rdf file (called “newCertain-
Model.rdf”) and the new possible instance triples, i.e the
possible part of the eKB, in a different .rdf file (“newPossi-
bleModel.rdf”).

4. CONCLUDING REMARKS

The rapid evolution of ontologies requires principles, tech-
niques, and tools for managing the quality of the migrated
descriptions, as well as flexible interactive methods for man-
aging the incurred uncertainty. To the best of our knowledge
this is the first work that exploits ontology schema evolution
for managing the specificity of instance descriptions. Ac-
cording to our opinion this is key issue for the preservation
of scientific data, i.e. for e-Science.

Since the ultimate objective is not just the identification

of possibilities, but to aid making the instance descriptions
as specific as possible, we proposed a specificity lifecycle
management process that ranks the possible instance triples,
prompts to the user a subset of the possible instance triples
and we show how the extended KB should be updated when
the user accepts or rejects some of them. To investigate
the feasibility of our approach, we designed and developed
a prototype system.

There are several issues for future research. One interesting
direction is to generalize our approach to the XSD°-typed
literal values [12] of property instance triples. Such exten-
sion would allow reasoning about the accuracy of the mi-
grated descriptions over linearly ordered domains (e.g. as
consequence of migrating 32-bit floating numbers to a 64-
bit representation). Finally, testing and evaluation of the
approach with actual curators is worth doing.
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ABSTRACT

This paper presents an investigation of the best suitable package
formats for long term digital preservation. The choice of a
package format for preservation is crucial for future access, thus a
thorough analysis of choice is important.

The investigation presented here covers setting up requirements
for package formats used for long term preserved digital material,
and using these requirements as the basis for analysing a range of
package formats.

The result of the concrete investigation is that the WARC format
is the package format best suited for the listed requirements.
Fulfilling the listed requirements will ensure mitigating a number
of risks of information loss. Thus WARC is the best choice for a
package format in cases where these same risks are judged most
important. Similar analysis will need to be carried out in cases
where the requirements differ from the ones described here, e.g. if
there are specific forensic or direct access to files.

Categories and Subject Descriptors
E.2 Data Storage Representations: Linked representations, Object
representation

E.5 Files: Backup/recovery, Optimization, Organization/structure
H.3.7 Digital Libraries: Collection, Standards, Systems issues

I.7.1 Document and Text Editing: Document management,
Version control

1.7.2 Document Preparation: Format and notation, Standards

General Terms
Management, Documentation, Design, Standardisation.

Keywords

Package formats, Digital Preservation, Bit preservation.

1. INTRODUCTION

This paper presents an investigation of different possible package

formats that can be used for packaging digital material for long
term preservation. The investigation has resulted in suggesting the
WARC format as the package format to be used for bit preserved
digital material at The Royal Library of Denmark [2].

The selection of a package format for digital material is crucial
for how to facilitate long-term accessibility. The selected package
format is used to package files that must be sent to bit
preservation, which must ensure that the bit-streams remain intact
and readable [11,25]. That means the package format will
constitute the frame of the digital material, and thus be the basis
for general recovery of data and future data access as well as
functional preservation actions of the original bits, where
functional preservation ensures that the bits remain
understandable and usable according to the purpose of
preservation [25]. A package formats is presumed needed,
because files must be applied a minimum of metadata in terms of
an identifier as described later.

The topic of long term preservation package formats has partly
been treated in a recent paper: “Digital forensics formats: seeking
a digital preservation storage format for web archiving” [10]. As
the paper states: “There has been little consensus on best practices
for selecting storage container”. The paper presents an overview
of archiving formats for digital forensics that can satisfy the
requirement of tracing originality. This present paper on the other
hand will not focus on requirements for forensics, but instead will
focus on requirements for long term preservation in general.

The goal of the investigation was to find as few suitable package
formats for packaging for as many types of different materials as
possible. The reason for this goal is that each package format will
require resources in form of skills and documentation in order to
maintain accessibility to the material. Thus in order to minimize
costs and in order to minimize the risk of losing skills for a
specific format, the number of formats must be kept as low as
possible.

Diverse types of digital material can for instance be found for
libraries. Libraries usually have many types of different digital
materials that are candidates for long term preservation. For
instance substitution copies of analogue materials [9]; harvested
web material [2]; emails from authors and forensic images of e.g.
author’s hard discs [10]. The digital material can consist of
different files with different file formats and metadata, and the
material can be composed digital objects (called representations
as in PREMIS terminology [17]) with various metadata.

This paper will argue for a set of requirements that should be
considered in choice of a package format used in long term
preservation of diverse types of digital material. Such
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requirements will depend on the purpose of the preservation, the
nature of the material to be preserved and individual prioritization
of risk that must be mitigated by the way the material is
preserved. Thus, the given requirements are arguable
requirements to be considered, while the weight of meeting them
can differ.

The next section will provide the general requirements for a
package format used for long term preservation of digital
material. The following section ‘Alternative package format
choices’ describes a range of packaging formats and analyses how
they meet the different requirements for a package format.

2. FORMAT REQUIREMENTS

The format requirements described here are the requirements for
formats used for archive packages under long term preservation.
The following contains descriptions and argumentations for a
number of such requirements. These requirements are either
related to the actual packaging and storage, to preservation
aspects, or to identification of contents of packages.

2.1 Package and storage related requirements
The following requirements are requirements related to packaging
and storing. These are selected requirements which cover the most
often referred requirement about independence, as well as
requirements related to flexibility concerning exploitation of
storage resources. More detailed requirements are left out in order
to give a comprehensive presentation (additional requirements can
e.g. be found in [2,10]).

Requirement 1: Independence of storage platform

For long term bit preservation, data will in most cases be stored
on different media using different operating systems. This is, for
instance, the case for one material in order to ensure
independence between copies of data in a bit repository, which
takes care of holding and preserving bits [25]. In the long term
this is likely to be the case at some stage as a consequence of
changes in storage technology. Thus a basic requirement for a
package format used in long term bit preservation is: The Package
format is independent of storage platform [2], which has been
formulated in many ways as a requirement for sustainable file
formats in general [2,10,12,13,14,22].

Requirement 2: Package format allows flexible packaging

A requirement related to how well the format can support
optimization of storage use is: Package format allows flexible
packaging. This can relate to economical or performance related
issues concerning the best way to package, making different sizes
of packages. There can be benefits in having large packages
according to how the storage works. On the other hand there can
be accessibility issues which can mean that smaller packages are
preferred. Reasons to keep to small packages can be technology
changes as well as challenges in having different parts of the
packages with e.g. different confidentiality levels. Anyhow,
flexibility will mean that package sizes can be optimized
according to chosen policies'.

! Discussion on this subject is documented in mail
correspondence with Kevin Ashley on the JISC Digital
Preservation mailing list. Please refer to
https://www .jiscmail.ac.uk/cgi-bin/webadmin? A2=ind1105&
L=digital-preservation&F=&S=&P=7686

Requirement 3: Allow update records

A requirement related to the ability to minimize needed storage
volume is to require that the: Package format allows update
records. Since data packages for long term preservation are static,
they cannot be changed after bit preservation has started.
Therefore the only alternative to update packages is to make a full
new representation and bit preserve this representation as well.
However, in many cases this can be expensive, for instance in the
case where a large TIF file has a single letter change in the TIF
file header. However, the opportunity of having update records
must be carefully considered in terms of the complexity it can add
to the long term interpretation of the data.

2.2 Preservation related requirements
Preservation related requirements for package formats cover
aspects of ensuring that the packages are readable and
understandable in the future. These have many similarities to
general  requirements for  preservation file  formats
[12,13,14,18,22]. Common to such requirements is that they are
related to mitigating risk such as losing information in the digital
material or losing ability to interpret the information [20,24].

The following requirements are deduced from an analysis where
risks and requirements are considered for digital material that will
have a large variety and will have to be long term preserved.
These requirements are based on the above mentioned literature
and further details can be found there as well.

Requirement 4: Must be Standardised format
The first requirement is that it: Must be a standardised format.
This covers the degree to which the format has gone through a
rigorous formal standardisation process [12,13,14,18,22]. This
relates to the future ability of thorough and accepted
documentation for the format which will mitigate risk of losing
means to understand the format.

Requirement 5: Must be open

A related requirement is that a format: Must be open [2,14,18,22].
This requirement relates to risks of losing the ability of future
interpretation of the format. If the format is not open, there may
arise legal and economical issues concerning tools to interpret the
contents of the format. Furthermore, there may be a risk that
documentation of the format is unavailable after e.g. copyrights of
the format have expired.

Requirement 6: Must be easy to understand

Another related requirement is that the format: Must be easy to
understand. This requirement is usually referred to in connection
with transparency [2,12,13] and complexity [6]. The requirement
relates to the future ability to understand the package format, and
to mitigate the risk of introducing errors or later difficulties in
interpreting the contents of packages. This risk is high if the
format is too complicated.

Requirement 7: Must be widely used in bit repositories
There is a requirement stating that the format: Must be widely
used in bit repositories. This covers ubiquity in terms of the
extent to which the format has been adopted. In particular in this
paper widely used in bit repositories means the extent of adoption
by national libraries, archives, and other memory institutions
internationally [12,13,14,18,22].
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Requirement 8: Must be supported by existing tools
A related requirement is that the format: Must be supported by
existing tools. This also concerns the trust in quality and future
existence of the format, which again will mitigate the risk of
losing ways to understand the format in the future. Furthermore it
concerns the ubiquity aspect in terms of how widespread the
format can become [14,18].

Requirement 9: Must be able to include digital files unchanged
The final preservation format related requirement is that the
format: Must able to include digital files unchanged. This
requirement addresses mitigation of the risk of losing information
as a result of changes made to files in the packaging process. Such
changes could for instance occur in connection with compression
(partly discussed in [12,22]). Or in cases where the package
format is XML based, and conversions are needed in order to
include files in XML structures due to the fact that XML is tag
based, and end tag can be part of the files.

2.3 ldentification related requirements

The last requirement covered in this paper is a requirement related
to the ability to identify contents of packages, which is the basic
metadata of any digital piece of information.

Requirement 10: Must facilitate identifiers for digital files
The requirement that a package format: Must facilitate identifiers
for digital files. This requirement is related to more general
requirement of flexibility of embedding metadata [10]. It does
however deserve special attention and explanation, since it is
crucial for future reference of files which are part of digital
material.

In general we have three different types of data which must be
recorded in packages. The three different types of data’ are:

o Digital files of any file format will need to be addressed in
different contexts, such as metadata for the file or relations to
the files as part of a digital object. Therefore the digital files
must be identifiable. This is done by assigning an identifier to
each file.

o Metadata to digital files as metadata about the files separated
from the actual files. This metadata will as a minimum consist
of the identifiers for the digital files.

e Metadata for a representation. All information for contexts
and metadata can be put into e.g. a METS? structure with
references to the involved files and metadata.

These types correspond to the object types ‘file’ and
‘representation’ in the PREMIS metadata standard, where a
representation can be purely representation of file metadata.

Different metadata schemes facilitate definition of identifiers for
the metadata, thus it is no problem to make schemes of how to
represent identifiers for and within the metadata. However,
definition and attachment of usable identifiers for digital files is a
challenge, since the digital file itself may not carry the
information of the identifier of the file.

2 Except from the metadata part, this corresponds to different
types of PREMIS objects [16]

> Metadata Encoding & Transmission Standard (METS)
http://www.loc.gov/standards/mets/

One solution to meet this challenge could be to simply place the
files as bit chunks with the identifier to the bit repository, and
leave it to the bit repository to make the connection between the
file and the identifier. However the information that the file has
been assigned the specific identifier is also crucial for long term
preservation. If we leave it 100% up to the bit preservation
solution to preserve the link between files and identifiers, we will
risk that we cannot recreate the data in case this index is lost.
Furthermore, if the identifier is only expressed as an identifier in a
bit repository, we eliminate any optimisation of packaging more
files or files and metadata in the same packages for a bit
repository. Therefore the best way to ensure the relation is to put
the identifier with the file.

There are different ways to assign information of an identifier
with a file:

o Naming files with the identifier
Using identifiers in file names is generally not considered a
good solution, for a number of reasons:

Firstly, because there can be restrictions to how files are
named which can conflict with the general scheme to name
persistent identifiers.

Secondly, because a file name is not part of the file itself, it is
information of the file system. Furthermore, the file name can
only be unique in connection with a file path anyway, and a
file path will include an assumption on how files are placed
which is likely to change in a time frame of 50 years. This
again can give challenges to update of reference and resolver
schemes.

Thirdly, file names may not make sense in the future, and in a
bit preservation context with different copies on different
media as e.g. microfilms, file names may not exist or may be
different for different copies in a bit preservation system.

o Put identifier into files as inherited metadata

Insertion of an identifier into files would have to be done
before the files are sent to bit preservation. This could work
for some cases, but cannot be used in all cases. First of all
because not all file formats allow inherited metadata.
Secondly, because there may be requirements to leave the file
untouched (e.g. a forensic disc image). In general it would
also require knowledge of how to extract the identifier from
all bit preserved file formats, which in practice would not be
possible for collections with all types of digital material.

o Wrap files and identifier in a package format
Wrapping an identifier with the file in a package will set
requirements for the abilities of the package format, since this
is not a trivial feature that applies for all package formats.

This requirement of facilitating identifiers for digital files is
therefore based on the assumption that we want to mitigate the
risk of losing identifier information because of environment or
file format dependencies.

3. FORMAT CHOICES

This section describes a range of different package formats that
could be candidates for a general package format for a wide range
of digital material, as is usually the case for libraries. This section
will furthermore describe how well the formats fulfil the different
requirements listed in the previous section.
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3.1 Considered package formats

The following considered package formats are chosen based on
knowledge of package formats used in other libraries and archives
repositories®, formats described in the paper “Digital forensics
formats: seeking a digital preservation storage format for web
archiving” [10], and generally known package formats such as
ZIP and RAR. The list of formats does not constitute an
exhaustive list of formats. For instance the Archive eXchange
Format (AXF)’ is excluded since “... it is a very new
development, with a lack of access to detailed documentation and
source code, making it difficult to assess” [10]. Also formats for
very specific purposes like the optical media disk imaging format
iso image are excluded [8], and the format gzip® which is a
compression format and thus cannot fulfil the requirement of
unchanged files. In order to narrow the list, there are also formats
that are described together with other formats, which for instance
is the case for XFDU which is mentioned under METS.

3.1.1 AFF

Advanced Forensic File Forensic disk image formats such as
AFF” and AFF4® are formats specifically designed for to contain
metadata for forensics. These formats have the benefit of
providing settings to control the quality, speed, and size of output
data. One disadvantage of AFF is that it assumes that the image is
from a disk as opposed to a collection of files or folders [10].

Take for example the AFF4 format, an open format which is
proposed to be adopted as a standard evidence management
platform [3]. The AFF4 is a position based format with the ability
to insert specific forensic metadata. However it does not support
means of update records.

3.1.2 ARC

The ARC format is a position based format originally designed
for web archiving packages. It is based on record definitions
identified by name tags and byte length. It requires that the first
record in a package is a header record, a ‘filedesc’ record, with
information that is only used in the context of web archives and
thus can add confusion and take up space for packages that are
not web archive specific’ [11].

The ARC format has a fixed set of record definitions, i.e. it does
not include the possibility to define separate update records. The
ARC format is not described in a standard and it is not very
widely used for other archives than web archives. Furthermore,
there is a tendency that web archives using ARC are moving to
use WARC instead [23].

* Partly based on the previously mentioned mail on the JISC

Digital Preservation mailing list

5 See http://www.openaxf.org/ for description of AXF

6 The gzip fomat is defined in “GZIP file format specification

version 4.3, http://www.ietf.org/rfc/rfc1952. txt

7 See description of Advanced Forensics Format (AFF) on
http://www.forensicswiki.org/wiki/AFF

¥ See description of Advanced Forensics Framework 4 (AFF4) on
http://www.forensicswiki.org/wiki/AFF4

% See “Arc File Format, Version 1.0, http://www.archive.
org/web/researcher/ArcFileFormat.php

3.1.3 Baglt
The Baglt'"" format is intended for quick packing and unpacking
into folders. It was originally design for exchange of information,
i.e. Baglt is not directly designed for packaging to archives. The
Baglt format only provides a way to specify certain metadata to a
package, whereas the package itself must be specified to be a
package in e.g. TAR or ZIP formats.

The Baglt format provides a structure for how files can be packed
in e.g. a TAR or a ZIP file. It allows for specification of one
external identifier, but otherwise it does not offer other ways to
address the files in the bag aside from their file names.

The Baglt format is used both as exchange format but also as a
package format for data in a repository''. The Baglt format is not
formally standardised. The Baglt format cannot be extended with
support of update records.

3.1.4 METS

The Metadata Encoding and Transmission Standard (METS)
specifies an XML based format which originally was designed for
transmission of information, but is today widely used as a
container format for metadata to digital material'? [22].

The METS format could in theory be used as a package format,
although there are challenges regarding inclusion of digital files in
a METS structure. The challenge is due to the fact that METS is
an XML based format and in practice XML is not suited for
inclusion of digital files, since objects are defined via start and
ending tags. Thus the file will need to be transformed in order to
avoid ambiguity in case the file itself includes bit sequences that
can be interpreted as an end tag. This is probably the reason why
METS is often used as metadata format but rarely used as the
actual package format (examples of METS packed in WARC or
Baglt can be found in [5] and [4]).

The METS format is very flexible and can include a range of
other XML based metadata formats. It may therefore be possible
to exploit this flexibility to include specification of update
records. The METS format is a widely used standard hosted at the
Library of Congress”. However, the standardisation is related to
METS as a metadata standard rather than a package format
standard.

Another similar format is the XFDU format [1], also an XML
based metadata format. The XFDU format therefore has the same
challenges as METS also being based on XML.

' The Baglt fomat is defined in “The Baglt File Packaging
Format (V0.97)”, http://tools.ietf.org/html/draft-kunze-bagit-06

See e.g. http://www.dcc.ac.uk/resources/external/bagit-library

12 See e.g. “METS
http://www.loc.gov/
standards/mets/mets-registry.html

Implementation Registry”,

13 See http://www.loc.gov/standards/mets/
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3.1.5 RAR

RAR stands for Roshal ARchive. It is a proprietary archive file
format that includes data compression'*. The RAR format is not
an open format and it is not formally standardised.

RAR files may be created only with the commercial software
WinRAR, RAR, and software that has been granted permission.

The RAR format is mainly focused on technical issues related to
the actual storage of packages in compressed form. It does not
provide means to specify external identifiers and there are no
possibilities of making extensions with update records.

3.1.6 TAR

The TAR format' provides a way to package file folders and
their contents. The TAR format is file oriented, but also byte
oriented. The TAR format has no centralized location for the
information about the contents of the file, i.e. it is not easy to
make relations between identifiers and files. The best way to
assign identifiers to TAR elements is to use the Baglt format
which opens more possibilities to specification of different data.

The TAR format is a standardised (POSIX.1-2001) format which
is widely used for archiving of tapes in general, and there are
different tools available for the format. The TAR format does not
support the notion of update records.

3.1.7 WARC

The WARC format is a position based format focused on web
archiving, but has a general design which can also be used for
other purposes, leaving out web specific information [7].

The WARC format consists of different record types, where a
record e.g. can contain a file as well as record information as for
instance the identifier for the record/file. Thus WARC provides
an easy way to assign an identifier to a file.

The WARC format has recently been ISO standardised [7], but is
not used very widely yet and there are few tools available. WARC
has recently been used for other material than web material in the
German Kopal project [21].

As for the ARC format, the WARC format also has header
information, but in this case it can consist of information that is
relevant for a bit repository, including the identifier for the
package itself.

There have been initiatives to develop tools for WARC in
different contexts: at the University of Maryland'®, in an IIPC
project'’, and at Internet Archive's. However, these tools are still
not mature enough to consider as proper production tools [15].

“See “RARLAB” for description of the RAR format
http://www.rarlab.com/

' Description of the tar file format can be found on
http://www.gnu.org/software/tar/

' See “An Approach to Digital Archiving and Preservation
Technology — WarcManager”, https://wiki.umiacs.umd.edu/

adapt/index.php/WarcManager

'7See “Open Source WARC Tools - Functional Requirements
Specification”, http://warc-tools.googlecode.com/files/

warc_tools_frs.pdf

The standard includes the possibility to define your own record
type [7], which enables us to specify updates as basis for update
mechanisms.

3.1.8 ZIP

The ZIP file format'® is a file format, which is used for data
compression and as an archive format, which also allows for
uncompressed packaging. A ZIP file can contain file folders and
files. For each entry there are defined a number of fields like file
name, compression algorithm etc. The format also allows
specification of additional fields, e.g. the identifier for a file.

The ZIP format was originally published as an open format [16].
Although ZIP is widely used in general and proposed to be
standardised, it has never been formally standardised®.
Furthermore it should be noted that although ZIP is widely used
in general, it is not as common to see ZIP used as package format
in archives and libraries.

There are different implementations and interpretations of the ZIP
format [10]. Exploiting the ability to define an identifier in an
extra field would also require specifically design zip tools to
make this information extractable.

The ZIP format does not have any direct mechanism enabling
introduction of update records.

There are different software components deployment formats
building on ZIP, e.g. the Web application ARchive (WAR)*' file
format, and the Java Archive (JAR)* file format. As these
formats are designed for software deployment rather than for
archiving, these formats do not provide extra means for archiving
than the ZIP format.

3.2 How the formats meet requirements

An overview of how the presented package formats meet the
requirements for the package format used in long term
preservation is provided in table 1. The table provides
approximate ranking of how well the formats meet the
requirements. These rankings are expressed by the five ranking
values (illustrated by colours in order to give a better overview):

Yes if the requirement is considered to be sufficiently met

Almost  if the requirement almost can be considered to be
sufficiently met, but not completely

8 See “Release Notes - Heritrix 3.1.0-RC1”, https://
webarchive.jira.com/wiki/display/Heritrix/Release+Notes+-
+Heritrix+3.1.0-RC1, retrieved October 2011

See “ZIP File Format Specification”
pkware.com/documents/casestudies/appnote.txt

http://www.

2 See http://www.itsc].ipsj.or.jp/sc34/open/1414.pdf which pro-
poses standardisation.

2l See e.g. “Web Application Archives” for description of the
Web ARchive (WAR) file format (Sun),
http:/java.sun.com/j2ee/tutorial/1_3-fcs/doc/WCC3.html

2 GSee eg “JAR File Specification” http:/docs.oracle.
com/javase/6/docs/technotes/guides/jar/jar.html
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So-So if the requirement is considered to be met to some
extent, but thorough evaluation of deficiencies is
required

Little  if the requirement is only considered to be sufficiently
met to a minor degree

No if the requirement is not considered to be met at all

The ranking is only approximate values, since e.g. definition and
evidence of whether formats are widely used are only based on
knowledge of a small set of larger institutions. It should also be
noted that there is an emphasis of use of the formats as package

formats in preservation, thus the METS format is rated to be ‘so-
so’ widely used in bit repositories, since it is widely used as a
metadata format, but not as a package format. Likewise the ZIP is
ranked ‘so-so’, since the requirement concerns the widespread use
of ZIP with bit repositories for long term preservation in larger
preservation institutions. Another example of approximation is
that the Baglt format cannot offer flexible packaging when the
external identifier for a bag is used as identifier for a file, since
this means that a bag can only include one file.

Table 1. Package formats fulfilment of requirements

Requirements \ Formats AFF ARC Baglt METS RAR TAR WARC ZIP
1. Platform independent Yes Yes Yes Yes Yes Yes Yes Yes
2. Flexible packaging Yes Yes Yes Yes Yes Yes Yes
3. Supports update packages 0 Almost 0 Yes 0
4. Standardised e 0 So-so Yes Yes Yes
5. Open Yes Yes Yes Yes Yes Yes Almost
6. Easily understandable So-so So-so So-so Almost e Yes
7. Widely used in bit repositories So-so Almost So-so e Yes Almost So-so
8. Tools available So-so Yes Yes So-so Yes Yes So-so Yes
9. Include files unchanged Yes Yes Yes 0 Yes Yes Yes
10. Identifiers for files Yes So-so So-so Yes 0 Yes 0

3.3 Suggested choice of WARC

The requirements ranked in table 1 should not be equally
weighted. First of all the importance of long term preservation is
regarded as highest. Secondly, there are requirements that become
less important, if other requirements are given high score. For
instance, it may not be important that a format is Standardised, in
case the format has high scores on Easily understandable, Open
and Widely used. Such a format may have a higher chance of
surviving as a de facto standard, than another standardised format
which is neither Easily understandable nor Widely used. Similar
for tooling, a format that is Open and Widely used is quite likely
to get Tools available in a relatively short time.

The final suggestion of WARC is therefore based on analysis that
takes such considerations into account, and using exclusion of
formats by comparison between the formats.

ARC can be ruled out, since it is a much more primitive and
immature package format than WARC, thus arguments for
choosing ARC will also be arguments for choosing WARC, but
WARC has more benefits than ARC.

METS and XFDU can be ruled out, since they are XML based
which cannot support proper inclusion of files, which is crucial
and thus a mandatory requirement for the long term preservation.

RAR is ruled out since it can only offer compressed packaging
which cannot be accepted for all long term preservation.

If the requirement to assign identifiers for files is considered
crucial, then the TAR and ZIP formats are best considered in
connection with the Baglt format. From table 1 it is evident that

the TAR format better fulfils other requirements, since it has the
same score or better score than the ZIP format for the same
requirements.

The only real problem with Baglt is that it only can have one
external identifier assigned to a package, which is probably due to
the fact that it is designed as an exchange format. This fact means
that settling for Baglt would limit the possibilities of how to make
packages, since use of external identifiers for identifiers means
that a bag can only have one file. However, it only has low
ranking of requirements that are considered less important for
long term preservation, and it is therefore worthwhile to consider
this format. However, besides Baglt, there will have to be a
decision on whether it should build on TAR or ZIP.

The WARC format is a candidate since it can support all
requirements, although it is not widely used yet (at least as
package format for all types of digital material), and there is no
stable tool package to support it. However, there are a lot of
indications that this will change to the better, since web archives
will start to use WARC instead of ARC. Furthermore, using
WARC for other than web material is not entirely new. For
instance the German Kopal project is today working towards
packaging all types of materials in WARC when sent to bit
preservation [21] (using Private LOCKSS Networks [19]).

Finally the AFF format could be a candidate, but compared to
Baglt and WARC, it loses on the fact that there is limited
experience in use as a general package format, and is not widely
used. As presented in the [10] WARC only lacks the ability to
represent file system structure or the file system characteristics in
order to meet requirements for forensic data. However, in the
preservation perspective taken in this paper, this is not crucial,
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since such metadata can just as well be part of the packed
metadata.

The two most relevant alternatives found in the analysis are
therefore WARC and Baglt based on TAR.

The only requirement where WARC scores lower than Baglt is
the same requirement as the lowest score for WARC, namely:
Tools available. This means that there may be a risk that local
investments must be made for tools using WARC. However, the
interest in using WARC for web archiving indicates that a
community for tool development exists and tools probably will
emerge Soon.

The two formats have the same score Widely used, but for
different reasons. Although Baglt is designed as an exchange
format, it is also used for repository material. WARC on the other
hand is mostly used for web archive material, or is most likely to
be used in most future web archives. The risk that they may not
go for the WARC format after all is quite slim, since WARC is
now both the only formally standardised format for web
archiving, but also the best alternative, since it is developed based
on previous experiences with web archiving formats like ARC.

Great advantages with WARC compared to Baglt are that it can
represent Identifiers for files easily, and a WARC package is in
easily understandable text form. On the other hand Baglt can only
represent one external identifier per bag and interpretation relies
on knowledge of both Baglt and TAR.

The restraints on how to use external identifiers in Baglt also
mean that the WARC format is best with regard to flexible
packaging. This enables the possibility of choosing to put
metadata for files in the same package as the file, or even more
objects in the same package. As the size of packages can have
impact on different resource issues the flexibility in settling for
policies in using WARC can affect optimization resource use.

Finally the WARC format is the only format of the mentioned
ones>, where it is possible to define update records directly. This
is not the most crucial requirement, but it can help to optimise
preservation costs, if the risk analysis from bit preservation can
allow preservation of updates as an alternative way of preserving
a representation.

Besides the advantages that WARC have considering the
requirements, WARC also has an extra advantage for institutions
with web archives using WARC: The institution will only need
skills concerning WARC as package format for all preserved data.
This is for instance the case for The Royal Library of Denmark. It
should however be noted that the way WARC is used for web
archives may be more advanced than the way WARC is used for
other materials. Still it is a great advantage not to need skills for
more package formats.

A discussable advantage of WARC is that it does not rely on

assumptions of having folder and file structures. As expressed in

“Cedars Guide to: Digital Preservation Strategies™*.

2 Other formats supports update specification, e.g. VCDIFF
(http://tools.ietf.org/html/rfc3284), but these are typically not
suited as general package formats

2 See http://www.imaginar.org/dppd/DPPD/146%20pp%20
Digital%20Preservation%20Strategies.pdf

“The UNIX format known as tar (originally standing for tape
archive) is used by Cedars as the preservation byte-stream for
such cases, because it is publicly documented, and there exists
public domain software for writing and reading data in such a
format. Another institution may choose to use a different format
for mapping the original file tree into a byte stream. Whatever
format is chosen, it must enable a subsequent recreation of a file
system that operates in the same way as the original. Thus the
files system should be converted to a byte-stream for preservation
by use of tar or other suitable program.”

In other words TAR does have assumption of file and folder
structures as the basis for unpacking the TAR file. Whether this
will exist in 100 years can only be a guess, thus there will be
different opinions on whether risk of losing the basis for
unpacking TAR files should be included in a risk analysis as basis
for choosing a package format.

4. DISCUSSION

It could be argued that this paper should have included a more
complete list of formats that can be used for packaging data that
are to be bit preserved. However, most other alternatives are less
known formats, commercial formats or formats designed for a
specific purpose. Thus such formats would most likely be
eliminated on requirements of being open, standardised and
widely used.

This paper has only included the most relevant requirements for
preservation of general digital materials. There can be
supplementary requirements for e.g. how the format supports
availability of data. Such requirements are described in the
literature consisting of guidelines, reports and papers
[2,10,12,13,14,18,22].

The requirement of expressing Identifiers for files is crucial for
the choice of WARC in the present presentation. Therefore there
may be cases where such an analysis will not lead to the same
result. This would for instance be the case where this requirement
is seen as less important, due to e.g. relying on a bit repository to
keep track of the identifier, having few formats where risk of
losing embedded identifiers is seen as unimportant, or risk related
to having identifiers as part of the file name is considered minor.

Another example, where analysis of choice for package format is
different, is the package format for forensic digital material as
given in [10]. This is due to the fact that the requirements and
focus are different. It may be that the choice of package format
will be different for different types of digital material, e.g.
forensic and other digital material. However, it should be noted
that there are no limitations in WARC to include AFF packages.
This could be desirable in the case of the benefits of a general
package format in a bit repository, e.g. in order to have similar
access to all packages. However it can also be considered more
beneficial to have several package formats, since overhead in
unpacking, and possibly impact of access time of the data can be
avoided. Likewise, there could be other specific digital material
that needed specific considerations, e.g. specific scientific data.

The packaging for bit preservation may not be optimal for the
way digital material is e.g. disseminated. The focus is on
preservation. Thus the focus regarding availability is that it will
be possible to reproduce digital material and identifiers, solely
based on the preserved packages. This means that additional
analysis will be required for cases where there are specific
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requirements to access time that are more important than
preservation requirements.

5. CONCLUSION

This paper found the best suited format for long term preservation
of varied digital materials is WARC. However, the value of the
analysis depends on whether the presented requirements are seen
as the most important requirements for the digital preservation of
the material, and whether there are other requirements to be
included.

Compared to most other formats, the WARC format is strong as a
preservation packaging format in general, especially regarding
issues of: applying identifiers to bit-sequences/files, being easily
understandable and being one of the few formally standardised
formats. Furthermore the WARC format is the only format among
the listed formats that is extendible with record definition for
update records, which can give economical benefits for preserving
changing materials.

The only point where the WARC format does not have the top
score is how widely used the format is, and how well it is
supported by tools. However, the lower score concerning ‘widely
used’ is based on the fact that it is mostly used within web
archiving, although there are no restrictions or overhead in using
the WARC format for other types of digital archiving. Regarding
tool support, the increasing use of the WARC format gives
reasons to believe that this will change to the better.
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ABSTRACT

In this paper I am discussing the repositioning of traditional
conservation concepts of historicity, authenticity and versioning
in relation to born digital artworks, upon findings from my
research on preservation of computer-based artifacts. Challenges
for digital art preservation and previous work in this area are
described, followed by an analysis of digital art as a process of
components interaction, as performance and in terms of
instantiations. The concept of dynamic authenticity is proposed,
and it is argued that our approach to digital artworks preservation
should be variable and digital object responsive, with a level of
variability tolerance to match digital art intrinsic variability and
dynamic authenticity.

Categories and Subject Descriptors
H.1.1 [Systems and Information Theory]: Value of information.
J.5 [Arts and Humanities]: Arts, fine and performing

General Terms
Documentation, Theory, Verification.

Keywords
Digital preservation. Digital art. Authenticity. Instantions.
Perfomances. Music notation.

1. DIGITAL CASUALTIES: CHALLENGES
FOR DIGITAL ART PRESERVATION

Born digital art is fundamentally art produced and mediated by a
computer. It is an art form within the more general “media art”
category [1] and includes software art, computer-mediated
installations, Internet art and other heterogeneous art types.

The boundaries of digital art are particularly fluid, as it merges
art, science and technology to a great extent. The technological
landscape in which digital art is created and used challenges its
long term accessibility, the potentiality of its integrity, and the
likelihood that it will retain authenticity over time. Digital objects
— including digital artworks — are fragile and susceptible to
technological change. We must act to keep digital art alive, but
there are practical problems associated with its preservation,
documentation, access, function, context and meaning.
Preservation risks for digital art are real: they are technological
but also social, organisational and cultural [2].

Digital and media artworks have challenged “traditional
museological approaches to documentation and preservation
because of their ephemeral, documentary, technical, and multi-
part nature” [3]. The technological environment in which digital
art lives is constantly changing, and this fast change makes it very
difficult to preserve this kind of artwork. All art changes. And
these changes can occur at art object level and at context level. In

most circumstances this change is very slow, but in digital art this
isn’t the case anymore because it is happening so quickly, due to
the pace of technological development.

Surely the increased pace of technological development has more
implications than just things happening faster. Digital art, in
particular, questions many of the most fundamental assumptions
of the art world: What is it a work of art in the digital age? What
should be retained for the future? Which aspects of a given work
can be changed and which must remain fixed for the work to
retain the artist’s intent? How do museums collect and preserve?
Is a digital work as fragile as its weakest components? What is
ownership? What is the context of digital art? What is a viewer? It
is not feasible for the arts community to preserve over the
centuries working original equipment and software. And industry
has no incentive to reproduce old parts or to make current parts
backwards compatible. Furthermore, as Richard Rinehart noted,
due to lack of formal documentation methods and the goal to
bypass traditional art world's values and practices, media art
works are “becoming victims to their own volatile intent” [4].
Museums have long played a critical role in the creation and
transmission of knowledge, culture and identity [5]. As they
undergo a metamorphosis from the physical to the virtual,
museums continue to serve this custodial role, although their
nature and reach might be very different in the future. In
particular, as museums invest in collecting digital works, they
come to recognize that these works are fragile and may require
substantial continued investment in finance and effort to keep
them accessible over time.

2. LONG-TERM ACCESSIBILITY OF
DIGITAL ART: PREVIOUS WORK

Digital art may seem less physical than traditional art. But as
novelist Bruce Sterling noted, “very little materiality, is very,
very far from no materiality at all” [6]. The bitstream might be
composed by numbers, but the device — the computer — has
similar conservation problems as a painting (e.g. humidity, heat,
physical damage), plus a whole set of new ones.

Digital preservation is not only about keeping the bits that we use
to represent information, but to keep these bits alive, as an
ongoing activity to ensure recurring value and performance of
digital objects, including digital artworks. As Seamus Ross
clarified, digital preservation is about “maintaining the semantic
meaning of the digital object and its content, about maintaining its
provenance and authenticity, about retaining its interrelatedness,
and about securing information about the context of its creation
and use” [7]. Conservation and restoration are relevant, however
they are part of a larger group of activities to ensure longevity for
digital objects: collection and repository management, selection
and appraisal, destruction, risk management, preserving the
context, interpretation and functionality of objects, ensuring a
collection’s cohesion and interoperability, enhancement, updating
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and annotating, scalability and automation; storage technologies
and methods.

In the last decades, much work has been done towards
establishing the long-term accessibility of electronic, media and
digital art, as well as documenting media and digital art in order
to keep it accessible in the future. Some of the key projects and
initiatives in this area were started already in the 1970s (for
example, the Electronic Art Intermix [EAI] and the Netherlands
Media Art Institute [NIMk], Montevideo/Time Based Arts) and
further initiatives developed through the following decades,
including V2, Matters in Media Art, Forging the Future and
DOCAM [8].

These projects and initiatives have contributed to raising
awareness on some of the challenges of digital art preservation,
examine media and digital art works, explore some specific
documentation aspects, and initiate collaborations with other
institutions. Nevertheless, much of this work has been survey-like
and not particularly well-founded from either a theoretical or
methodological perspective. So far, the theoretical aspects of the
problem of digital art preservation and curation have been
examined  without much grounding particularly in
experimentation, and not responding to the theoretical and
methodological dilemmas posed by digital art (e.g. transience,
emergence, and lack of fixity). Also the long term preservation of
documentation for digital art has not yet been systematically
addressed. Documentation for digital art is at risk as much as
digital artworks themselves, and needs sustainable business and
organisational models to be preserved in the long term.

It is evident that digital art is a new phenomenon that requires a
new suite of methodologies.

3. MY INVESTIGATION

The goal of the research project Preserving Computer-Generated
Imagery: Art Theory, Methods and Experimental Applications [9]
that I am conducting at the University of Glasgow is to contribute
to laying the foundations for a preservation framework of digital
art and identifying interdisciplinary synergies with areas such as
digital preservation, philosophy of art, archival science and
information management. Digital art is after all data designed to
be constructed (represented, viewed, experienced) in particular
ways, whose theoretical implications need consideration. The
methodology that I have chosen to take is bottom up, to try to
understand how digital art works. That is: I am starting with the
works, the conservators and the creators, using a mixed method of
humanistic, social science [10] and engineering approaches. So I
have decided to adopt a two-step method: onsite visits to major
international collectors of digital art and in-depth interviews with
their staff, and experimentation with testbeds to assess
preservation methods and processes. I am using a mixed method
of humanistic, social science and engineering approaches.

The humanistic element of it is the art history aspect, and the
reflection on what is a work of art in the digital age and what is
the context of digital art. I am presenting some reflections on
authenticity and longevity for digital art in section 4, ideas which
have been further shaped by my social science approach. From a
social science perspective I have visited and talked with some of
the most important collectors of digital art conducting a whole
series of interviews, which have provided me a window on the
practices of different organisations working with digital art. I
have borrowed methods from anthropology and grounded theory.
In my first phase of ethnographic process of observation of digital

media art, I looked at key digital art organizations and how they
are collecting, curating, preserving, displaying, and financing
digital art. I conducted onsite in-depth interviews, visits and
observations because what I am told is sometimes at variance with
what is being done. The organizations that I targeted and selecting
for my case studies are major international collectors of digital
artworks and digital art documentation. I visited ZKM | Media
Museum at the ZKM | Centre for Art and Media (Germany), Ars
Electronica Centre — AEC (Austria), The Hirshhorn Museum and
Sculpture Garden, (USA), Smithsonian American Art Museum
and Lunder Conservation Center (USA), Museum of Modern Art
in San Francisco — SFMOMA (USA), Berkeley Art Museum —
BAM (USA), Museum of Modern Art — MOMA (USA), Whitney
Museum (USA), and NIMk (The Netherlands). The complexity
of maintaining the object longevity and the myriad of change that
can occur over time means that we need to talk with organizations
that have decades of experiences to understand what needs to be
done in this area. Interviews with stakeholders of digital art
preservation (museum directors, conservators, curators, registrars,
technicians) are a new approach in this area. I also conducted
interviews and observations with selected digital artists (John
Gerrard, Studio Azzurro, Maurice Benayoun) for an additional
analysis of relevant aspects of preservation for digital artworks.

4. REFLECTIONS ON AUTHENTICITY
FOR DIGITAL ART

Two aspects emerged from the first phase of my investigation
strike me as key for digital art preservation: the intrinsic
performing nature of digital art, and the dynamic nature of digital
art authenticity.

4.1 Digital art as a process of components
interaction

The ability to establish authenticity in a digital object is crucial
for its preservation [11]. Even if the concept of authenticity is
highly nuanced in the digital age, it is still a starting point for
discussion about digital art. But to talk about authenticity we need
to look at how digital art is created and rendered. For example,
the image of the work Bubbles (2001) by Muench and Furukawa
in the ZKM | Media Museum, is a process of interaction of many
components: for this example particularly, the file in which the
data matrix representing the image is stored, and the software
capable of interpreting and rendering this data form. If we were to
explore this example in full, we would also need to discuss the
hardware, the data projector, the screen, and the relationships
(including intended effects) that all this has with the viewer.

4.2 Digital art as performance

This interaction of components leads me to think that all digital
art is a performance, and more than a performance between the
viewer and the object. In this particular instance, the performance
that I am actually talking about is the performance of the work.
Because a digital artwork consists of a set of code, and for the
artwork to become, it must be performed. Before the viewer
interacts with the digital artwork, this process of becoming has to
occur. For example in the case of John Gerrard’s 3D real time
work Grow Finish Unit (near Elkhart, Kansas) (2008) at the
Hirshhorn Museum, the algorithm developed by Gerrard needs to
be performed in order for the work itself — the real time 3D — to
come to life.
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This problem isn’t actually unique to digital art. For example,
within the AktiveArchive project, Johanna Phillips and Johannes
Gfeller wrote interesting reflections about reconstruction and
well-informed re-performances of video art [12]. But in the field
of digital art, it is nearly another construct. Some very
groundbreaking work in the documentation of performances has
been done by Richard Rinehart, former digital media artist and
director of the UC Berkeley Art Museum/Pacific Film Archive.
Rinehart produced a promising theoretical approach based on a
formal notation system for digital and media art creation,
documentation and preservation: the Media Art Notation System
(MANS) [13]. He compared media art to the performative arts,
because media art works do not exist in a stable medium, and are
inherently variable and computational. Their preservation is thus
an interpretive act. Given the similar variability of music and
media arts, Rinehart considers as appropriate a mechanism like a
musical score for binding the integrity of media art works apart
from specific instruments.

4.3 Instantiations, authenticities and
documentation of digital art

Considering digital art as performance leads to some interesting
reflections about its instantiations. As Seamus Ross observed, the
"first renderings of digital objects might best be referred to as an
initial ‘representation or instantiation’ (II). The problem is: how
can we record the functionality and behaviour as well as the
content of that initial instantiation (II) so that we can validate
subsequent instantiations? Where subsequent instantiations (SI)
share precision of resemblance in content, functionality, and
behaviour with the initial instantiations, the ‘SIs’ can be said to
have the same authenticity and integrity as the ‘IIs’" [14]. This
notion of precision of resemblance is intended to reflect the fact
that initial instantiations of digital objects and subsequent ones
will not be precisely the same, but will have a degree of
sameness. This degree of sameness will vary overtime — in fact in
the case of digital objects it is likely to decline as the distance
between the initial instantiation and each subsequent one becomes
greater, although this degree of variation may be mitigated by
such circumstances as for example the frequency at which the
digital object is instantiated. So each time a digital work of art is
instantiated, it has a greater or lesser precision of resemblance to
the initial instantiation, which the artist created. The subsequent
instantiations represent with greater or lesser degrees of accuracy
the intentionality of the artist. Whether they have greater or lesser
degrees of authenticity is a separate but fundamentally important
question and need to be considered in the context of, for example,
the authenticity of performances. The UNESCO Guidelines for
the Preservation of Digital Heritage mentions the question of
assessing an acceptable level of variance of such instantiations
[15]. This was also more recently highlighted by Richard
Rinehart, in relation to the ecological balance of changes in the
technological environment of digital art [16].

The intrinsic performing nature of digital artworks makes them
allographic rather than autographic works, along the distinction
described by Nelson Goodman [17]. So I would like to draw a
parallel between the instantiation of the code in a digital work,
and the instantiation of the notation in a music performance, as
described by John Butt and Dennis Dutton.

We often assume that music notation is a rigid set of instructions.
In reality, sometimes notation is the result of performance,

sometimes it is a reminder, and sometimes it is just an example.
There is no single process from notation to performance. The
notation is going in all directions, with a complex relationship
between sender and receiver. In his seminal book Playing with
history: the historical approach to musical performance [18],
John Butt has questioned whether “authenticity” is still an
appropriate term for music performance given that, in
performance terms, it tends to condemn its negative to a sort of
fake status. In music, partly through Butt’s effort, we now tend to
use the term “historically informed performance”. In his reflection
on nominal authenticity in the arts, Dutton writes, “the best
attitude towards authenticity in music performance is that in
which careful attention is paid to the historic conventions and
limitations of a composer’s age, but where one also tries to
determine the artistic potential of a musical work, including
implicit meanings that go beyond the understanding that the
composer’s age might have derived from it ”’[19].

The dynamic notion of authenticity of digital art might seem to be
in contrast with the notion of material authenticity that has been
constructed for historical artworks. If we look at authenticity in
object conservation in museums, authenticity is a term associated
with the original material components and process in an object,
and its authorship or intention. For example, in his critique of
traditional conservation ethics, Jonathan Kemp describes
“authenticity in the sense of ‘original material’, traditionally one
aspect of an object charged with the assignation of a ‘truth value’
that legitimizes some aesthetic experiences” [20]. However these
conservation principles are socially constructed processes
mediated by technology-based practices, whereas the object keeps
changing: it deteriorates, its context might change, and the way
that it is conserved and re-displayed will change. The role of
conservators and of museums also changes over time. Therefore
the conservators are caught between reconciling fidelity to the
original artist intention, and fidelity to the passage of time. Joseph
Grigely also argued that any work of art is subject to a
“continuous and discontinuous transience” [21], that is integral to
its authenticity. This means that any work of art — I shall add
including digital art — is not fixed in a single point in time, but it
is rather in a “continuous state of becoming”, as Heather MacNeil
and Bonnie Mak elegantly pointed out [22]. Like in Penelope’s
tale, conservators are actively constructing and reconstructing the
authenticity of a work based on their understanding of its nature
and the current conventions and assumptions for conserving it.
These reflections on instantiations and authenticity led my
attention to the concept of authenticity in electronic records. As
Jennifer Trant noted, “archives have been challenged to manage
electronic records as evidence for several decades [...]” [23]. Like
art conservators, archivists and record keepers are concerned with
issues of fidelity. The trustworthiness of a record rests primarily
on its fidelity to the original event, from which the record arises.
The concept of provenance — a well-documented chain of custody
— is thus a fundamental archival principle, which helps
establishing authenticity [24]. This has parallels with my
reflections on instantiations of digital artworks. If we look at
computer-based art from the point of view of performance and
archival authenticity, what is then really important is a
trustworthy chain of documentary evidence about the work
genuine origins, custody, and ownership in the museum
collection. Authenticity is not an original condition, but it is rather
a dynamic process. Digital artworks are pushing the boundaries of
traditional conservation practices and the notion of historicity. For
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example, let’s look at the ongoing preservation strategy devised
within the Digital Art Conservation project [25] for the interactive
media art work The Legible City, 1989-1991 in the ZKM | Media
Museum. This strategy could be seen as the equivalent of
rewriting an older music score to adapt it to a modern or different
instrument. On one hand, this iconic interactive installation is
based on proprietary, work-specific software; on the other, it uses
obsolete hardware and custom-made components. Such
combination makes the preservation of Legible City a costly and
risky business, both for the price of maintaining its Indigo 2
computer (no longer produced by Silicon Graphics) and because
of the potential weak point represented by its specially-built
analog-digital transformer. Conservators at ZKM examined,
documented and created a fully-functional replica of this
transformer (the interactivity intended as part of the installation
was also recorded), and software porting to another operating
system is currently being evaluated by the ZKM as a more
sustainable long-term preservation solution for the Indigo 2
computer . Some conservators and curators might argue that the
replacement of the historical software and transformer challenges
the historicity and originality of the artwork. However, digital art
collectors need to come to terms with the fact that it will not be
possible to guarantee forever original working equipment: in
order to be kept alive, digital artworks will need to be adapted to a
new technology [26]. This artwork at ZKM is in the state of
becoming. This idea of becoming is clearly referenced in the work
of Heather McNeil Bonnie and Mak about constructions of
authenticity, and this goes back to the notion that digital art
becomes, which I mentioned earlier. Digital works are in a state
of evolution.

5. CONCLUSIONS

With this paper, I hope to stimulate discussions about current and
future approaches for digital art preservation, and contribute to
the interdisciplinary foundations of a scientific framework for
digital art preservation.

Authenticity — as MacNeil and Mak clearly pointed out — is a
social construct, whose parameters and contents are always
changing and under negotiation. Authenticity allows us to author
stability in our disciplines. The current fast-paced digital
environment defies the traditional structures of stability that have
been authored for traditional art. Therefore our approach to digital
artworks should be variable and digital object responsive, with a
level of variability tolerance to match digital art intrinsic
variability and dynamic authenticity, as outlined in this paper.
The designated community for whom we are preserving should
also be identified, together with the modality of restaging digital
works and of preserving the related digital documentation. In
conclusion, if conservation for digital art is a moving target, then
our scientific methodology should be a moving gun.
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ABSTRACT

“Digital preservation metadata” is the information that is need-
ed in order to preserve digital objects successfully in the long-
term so that they can be deployed in some form in the future. A
digital object is not usable without a computing environment in
which it can be rendered or executed. Because of this, infor-
mation that describes the sufficient components of the digital
object’s computing environment has to be part of its preserva-
tion metadata. Although there are semantic units for recording
environment information in PREMIS 2, these have rarely, if
ever, been used. Prompted by increasing interest in the descrip-
tion of computing environments, this paper describes on-going
efforts within the PREMIS data dictionary’s Editorial Commit-
tee to define an improved metadata description for them.

Keywords
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ware preservation; representation information; representation
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1. INTRODUCTION

“Metadata” is information about an object that is needed in
order to manage that object. “Digital preservation metadata” is
the information that is needed in order to preserve digital objects
successfully in the long-term so that they can be deployed in
some form in the future [1]. A digital object is not usable with-
out a computing environment in which it can be rendered or
executed. Digital objects are normally not self-descriptive and
require very specific intermediary tools for access by humans
and specific knowledge for interpreting them. Neither may be
commonly available amongst a repository’s Designated Com-
munity (as defined in OAIS [2]). Because of this, information
that describes the sufficient components of the digital object’s
environment constitutes essential representation information that
is needed in order to be able to use the digital object and to
make it understandable in the future.

Core metadata for the digital preservation of any kind of
digital object is specified in the PREMIS Data Dictionary [3], a
de-facto standard. Core metadata is the metadata that is needed
by most preservation repositories, rather than application or

Portsmouth, PO1 2DJ U.S.A.
janet.delve@port.ac.uk cchou@ufl.edu

content specific metadata defined for niche uses. Metadata about
digital objects’ computing environments must be preserved to-
gether with the digital objects as part of their core metadata.

In addition to describing an Object’s representation infor-
mation, some computing environments, such as software, can
themselves be the primary objects of preservation, as may be the
case for computer games. They may also take the role of a soft-
ware Agent in a preservation Event, and may require a thorough
metadata description for those reasons.

Although there are semantic units for recording environ-
ment information in PREMIS version 2, these have rarely, if
ever, been used. In 2011, the PREMIS data dictionary’s Editori-
al Committee commissioned a working group to re-examine
what computing environment metadata needs to be captured in
order to be able to successfully redeploy digital objects in the
long-term. This paper describes these on-going efforts. The re-
sult may be implemented in version 3 of the PREMIS Data Dic-
tionary.

2. PRESERVING COMPUTING ENVI-
RONMENTS

2.1 The Current State

In version 2 of the PREMIS Data Dictionary [3], there are
four key entities that need to be described to ensure successful
long-term preservation of digital objects: Object, Event, Agent
and RightsStatement. The Object entity provides two places to
describe subordinate environments. For one, there is the “envi-
ronment” semantic unit that permits the description of software,
hardware and other dependencies. Rather than being an entity
per se, an Environment is modelled as a semantic unit container
that belongs to an Object and is, therefore, subordinate to the
Object entity. The second environment-related semantic unit is
the “creatingApplication” that also is sub-ordinate to the Object
entity. Creating applications are outside the scope of an OAIS
repository and have therefore been historically treated separately
from other Environment descriptions. In a generic digital
preservation framework that is not restricted to OAIS use, but
supports the end-to-end digital preservation life-cycle, one
would describe Environments uniformly, no matter in what con-
text they are used. Our proposal prefers a solution that accom-
modates this view.

Its subordinate position to Objects means that Environ-
ments can only be captured to describe an Object’s computa-
tional context. This has the following limitations:

e Environments are too complex to be handled in an Object
repository.
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e Environments are rarely specific to a single Object, resulting
in their redundant spread across different Objects. This re-
sults in

o  unnecessary verbosity;
o cumbersome management of Environment de-
scriptions as they evolve.

e They are unable to describe stand-alone Environments and
unable to be used for modelling an Environment registry
that describes Environment components without the need for
creating Objects.

e They are primarily applicable to computing environments
and do not include representation information in the broader
sense. This restricts the description to a technical level rather
than to a level that comprehensively enables redeployment.

Our use case analysis identified the five desirable relation-
ships illustrated in Figure 1. Because Environments are subordi-
nate to Objects, it is impossible to express the latter four of
them.

1. An Object specifies its Environment, i.e. its computational
context. This is the existing relationship in PREMIS 2.

2. An environment (for example, software source code) is to be
preserved as first-class entity in its own right. It is described
as Environment and takes on the role of an Object.

3. An environment is described as Environment and takes the
role of an Agent (for example, as software Agent involved in
a preservation action Event).

4. An environment is described as Environment and is related
to another Environment through inclusion, dependency, der-
ivation or other relationships.

5. An environment is described as Environment and has an
Event associated with it (for example, a creation or version-
ing Event).

Agent

I ® (\’i\’(‘e(%

e
Event o

Figure 1: The basic entities of the PREMIS Data Dictionary
(in blue) with the desired Environment entity and their rela-
tionships.

Another limitation is that in PREMIS 2, Environments are
unable to refer to external dedicated registries, which would
enable the delegation of "up-to-date and complete” information
to an external source if needed. The identified shortcomings may
be the reason that the Environment semantic container in
PREMIS is rarely used.

The goal of the PREMIS Environment Working group is to
rethink the metadata specification for environments. Their de-
scription must meet the improved understanding of how to en-
sure their longevity.

2.2 Related Work

The comprehensive conceptual model of the digital preser-
vation domain in Dappert and Farquhar [4] includes Environ-

ments, Requirements (including significant characteristics) and
Risks as first-order entities and justifies why this is beneficial.

There are also several efforts in the digital preservation
community to specify the metadata needs for certain aspects of
computing environments.

Specialised metadata has been defined to support the
preservation of software. For example, “The Significant Proper-
ties of Software: A Study” project [5, 6] identified Functionali-
ty, Software Composition, Provenance and Ownership, User
Interaction, Software Environment, Software Architecture and
Operating Performance as the basic metadata categories for
software that should be applied on Package, Version, Variant
and Download level. The Preserving Virtual Worlds project [7],
POCOS [8], SWOP [9] and DOAP [10] have made proposals
for software preservation metadata. Examples of software repos-
itories, the NSRL National Software Reference Library [11],
MobyGames [12] and AMINET [13] illustrate practically used
metadata schemas, but do not necessarily support digital preser-
vation functions. JHOVE [14], PRONOM [15], UDFR [16] and
the Library of Congress [17] have defined metadata that is need-
ed to technically or qualitatively describe file formats and have
built repositories based on their metadata descriptions. This
includes some software metadata specifications, which, for
PRONOM, are now available in a linked data representation and
for UDFR contains software description in the recently released
UDEFR database [18].

There are metadata initiatives that address more complex
dependencies. The Virtual Resource Description Framework
(VRDF) [19] captures virtualized infrastructures; the Cloud
Data Management Interface (CDMI) [20] “describes the func-
tional interface that applications use to create, retrieve, update
and delete data elements from the Cloud”; and the Web Service
Definition Language (WSDL) [21] describes network services
as a set of endpoints operating on messages.

The KEEP project on emulation [22] designed a prototype
schema for the TOTEM database [23]. It is a recent move to-
wards building a repository for describing the technical proper-
ties of computing and gaming environments including software
and hardware components. The IIPC [24] has developed a tech-
nical database based on a computing environment schema as
foundation for web archiving, and TOSEC (short for “The Old
School Emulation Centre”) [25] “is dedicated to the cataloguing
and preservation of software, firmware and resources for micro-
computers, minicomputers and video game consoles.”

The TIMBUS project [26] addresses the challenge of digi-
tal preservation of business processes and services to ensure
their long-term continued access. TIMBUS analyses and rec-
ommends which aspects of a business process should be pre-
served and how to preserve them. It delivers methodologies and
tools to capture and formalise business processes on both tech-
nical and organisational levels. This includes preservation of
their underlying software infrastructure, virtualization of their
hardware infrastructure and capture of dependencies on local
and third-party services and information. This means that, in
addition to technical preservation metadata, it draws on metada-
ta standards that capture business processes, such as BPMN
[26], and identifies forms of supporting business documentation
needed to redeploy processes and services.
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Environments correspond to the “Representation Infor-
mation” of the OAIS information model [2]. Representation
Information is “the information that maps a Data Object into
more meaningful concepts” [2]. Examples for a specific .docx
file would be its file format specification that defines how to
interpret the bit sequences, a list of software tools that can ren-
der it, hardware requirements, the language in which the con-
tained text is written, and context information that states the
author, purpose and time of its writing. Environments include
documentation, manuals, underlying policy documents, cheat
sheets, user behaviour studies, and other soft aids for interpreta-
tion.

3. MODELLING CHOICES

The following principles guided us through the modelling
choices:

e Ensure backward compatibility with the existing PREMIS
Data Dictionary,

e Ensure compliance with the OAIS information model,

e Provide straightforward Data Dictionary semantics that are
easy to implement and that can be implemented within the
existing XML Schema and PREMIS ontology,

e Provide clear mapping of historic Environment features to
the newly proposed ones.

e Permit an Environment instance to describe a physical item
such as software, hardware, a format, a document, a policy
or a process. It may or may not be in digital form. It may be
more or less concretely specified.

3.1 A Possible Solution

We propose to treat Environments as first class entities that
do not have the limitations listed in Section 2.1. Treating Envi-
ronments as first class entities also makes it more natural to
model preservation actions that directly impact Environments,
such as data carrier refresh or emulation, as easily as preserva-
tion actions that directly impact Objects, say migration. This is
particularly important for the preservation of computer games
and other kinds of software. While describing those actions is
possible with the PREMIS model in version 2, it is not doable in
a very natural way.

3.2 Supporting Different Verbosity Needs
Having a dedicated Environment entity gives implementers the
ability to make precise and complete descriptions that can be
shared with others. To ensure that all needed levels of descrip-
tion can be realised using the PREMIS 3 Data Dictionary, we
considered 3 description levels that were designed to match 3
different verbosity levels.

e The most concise: Full outsourcing to an external descrip-
tion. Here the implementer merely wants to point an Object,
or an Agent, to a description of its supporting Environment
available elsewhere, most likely in some technical registry.
This could be achieved by adding a linkingEnvironmen-
tldentifier from the Objects and the Agents without main-
taining the resource that is being referred to.

e The intermediate one: A link is made between an Object or
Agent, and its supporting Environment. The Environment
instance is described and maintained in the repository, but
its components are summarised within its description, rather
than elaborated as individual Environments with precise de-
scriptions of all their semantic units that are then linked to
each other. This Environment description can be shared

across Agents and Objects, but its component descriptions
are not usable individually.

e The most verbose, and precise one: the Environment in-
stance is fully described as a network of modular compo-
nents, where each Environment is a separate instance. This
can be achieved by adding relationships between Environ-
ments.

New PREMIS semantic units for Environments should support
these description needs, and each more concise verbosity level is
built on the basis of the semantic units of the more verbose lev-
els. This way we can maintain a single consistent data dictionary
while allowing different levels of description.

3.3 Modelling a Catch-All Term Precisely

Depending on the context, “Environment” can refer to dif-
ferent things. Here are some examples:

e “This operating system only runs on a 64-bit environment”.
The environment is hardware, but it is a category consisting
of several hardware architectures.

e “This data object can be read on a European NES Games
Console environment”. Here the Environment is defined
precisely and integrates hardware (including cartridge and
controllers) and software (notably the BIOS) at the same
time.

e “This ePUBReader plugin requires Firefox 3.0 or later as an
execution environment”. Here the Environment merely ref-
erences software, without pointing to a precise version (all
Firefox versions above 3.0 are supposed to work).

These examples demonstrate the following characteristics:

e Environments can connect to other Environments and can
consist of related Environment components at lower levels
of granularity.

e Depending on the context, as determined by business re-
quirements, different environment subsets are relevant. An
Environment can be atomic, freely usable within other Envi-
ronments; but it can also be a set of running services that
achieve a defined purpose (e.g. render an object).

e Environments have a purpose. They allow objects to be
rendered, edited, visualised, or executed.

e Some Environments are generic; only the critical aspects of
the Environment are specified. Several versions of the Envi-
ronment or Environments with the same relevant behaviour
can be used in its stead.

e Others are specific, real-world instances that are being used
or have been used in the lifecycle of preserved Objects.

For capturing the connected nature of Environments, we decided
not to introduce a separate concept for “components”. Instead,
we treat Environments as entities that can be recursively defined
by logical or structural relationships of sets of other Environ-
ments. As with other kinds of aggregation, experience proves
that, in an implementation-dependent context, what is the top-
level entity and what constitutes components varies and results
in the choice of different subsets of Environments. Using a re-
cursively-defined Environment entity means that Environments
can be flexibly reused in order to create new Environments as
dictated by changing business needs. As we had stated that En-
vironments correspond to the “Representation Information” of
the OAIS information model, the recursively defined Environ-
ment entity forms a Representation Information Network.

Page 71



3.4 Referring to External Registries

PREMIS evolved from an OAIS tradition. Its goal is to define
all preservation metadata that is needed to safeguard Objects
stored in an OAIS repository. This excludes events before the
Object is ingested into the repository and focuses on the preser-
vation of bitstreams, files and structurally related sets of them-
files, captured as representations. It was not intended that it
would take the role of a registry, where descriptions and defini-
tions are stored for reuse. Technical registries share with
PREMIS the aims of supporting “the renderability, under-
standability of digital objects in a preservation context” and of
representing “the information most preservation repositories
need to know to preserve digital materials over the long-term”.
Technical registries do NOT describe content “held by a preser-
vation repository”.

As the above examples show, for preservation purposes, an En-
vironment can be a generic description of technical or other
characteristics that intend to make the preservation task easier
for preservation repositories, but can be increasingly concrete to
the point where it would describe a concrete custom-tailored
environment for a specific repository. The two domains of regis-
try and repository touch. In a Linked Data implementation there
is an almost seamless continuum from the repository preserving
digital objects to the external environment descriptions in exter-
nal registries.

Adding the Environment entity broadens the scope of PREMIS.
It focuses no longer only on the Objects preserved in a reposito-
ry, but also on the representation information needed to render
or execute the Object. It captures its reticular nature and core
semantics with a new dedicated entity and its semantic units. In
the extreme, one could even imagine technical registries using
“premis:Environment” natively to describe standalone Environ-
ments without relating them to any Object or Agent.

3.5 Matching Environments to the Existing
Data Model

We propose to make Environment a new first-class entity so that
it can be described with its own semantic units. Therefore, we
need to match it to the existing data model, so that backwards
compatibility is maintained and so that it is clear when some-
thing should be described as an Object, an Agent or an Envi-
ronment.

In order to achieve reusability and varying levels of specificity
an Environment instance should describe its characteristics but
it should not state how it is used in an OAIS repository.

Within an OAIS repository an Environment can take three roles:

e It can take the role of representation information for an Ob-
ject so that the Object can be redeployed successfully in the
future (relationship 1 depicted in Figure 1).

e It can be preserved in the repository for example, to preserve
software or a computer game (relationship 2 depicted in
Figure 1).

e It can act as an Agent involved in an Event (or, less likely,
in a RightsStatement) (relationship 3 depicted in Figure 1).

The fact that an Environment takes on any of these roles is spec-
ified in the Object and Agent that captures this information.
That is to say that, for example, if an Environment component
describes an Agent that is involved in a preservation action
Event then a corresponding Agent instance should be created
and related to the Environment description. If an Environment

component is to be preserved, then a corresponding Object in-
stance should be created, the Environment’s content has to be
captured as an Information Package so that it can be considered
an Object, and the instance should be related to the Environment
description. If one wishes to merely specify the Environment as
representation information for an Object, then again, the Object
instance should be created and related to the Environment de-
scription.

3.6 Identifying Environments

As indicated in Figure 1, the solution for capturing Environ-
ments needs to specify how Environments are to be identified
and how other entity instances should link to them. PREMIS 2
offers several different ways of identifying and linking to entity
instances. The proposed solution should mirror them for con-
sistency’s sake. The existing approaches include:

e Linking to an entity instance through the identifier type and
value of the target instance:

linking[Entity]ldentifier, to unambiguously link an instance of
one entity to an instance of another kind of entity, e.g. an
Object to an Event; these links can be particularised with a
linking[ Entity]Role that allows one to specify the role of the
referred entity.

relationship, to unambiguously relate different instances of the
same entity, i.e. an Object to another Object. This relation-
ship must be particularised with a type and a subtype. Cur-
rently the type values “structural” and “derivation” are sug-
gested values in the Data Dictionary.

dependencyldentifier, to relate an Object to a file that is needed
to support its delivery, e.g. a DTD or an XML Schema.

e Linking to an entity instance through a registry key:
formatRegistryKey, to relate a file or bitstream Object to a
description of its format in an external registry.

e Linking to an entity instance through a designation:
formatDesignation, to identify a format by name and ver-
sion.

An Environment as a PREMIS entity must define its identi-
fierType and identifierValue as all other PREMIS entities do.
PREMIS Environments are instances that can be linked to from
other entities using the premis:identifier mechanism through a
linkingEnvironmentldentifier recorded in the linking Object,
Agent or Event (the linking relationships 1, 2, 3 and 5 depicted
in Figure 1 pointing towards Environment). For the bi-
directional relationships 2, 3, and 5 in Figure 1 one may use the
linking[ Entity]Identifier from within the Environment entity to
identify related Objects, Agents or Events.

The question of whether Environment descriptions are stored as
separate Information Packages in the repository or whether they
must be stored together with the Objects or Agents whose role
they take should not be specified within the PREMIS Data Dic-
tionary since PREMIS is implementation independent. As with
all implementations, however, if the PREMIS identifier mecha-
nism is used, it must be guaranteed that it persistently and
uniquely identifies the entity.

We are proposing a variety of mechanisms for implementing the
relationship 4 depicted in Figure 1, which relates one Environ-
ment instance to another.

From within an Environment instance, one can refer to other
Environments, such as from the description of a software appli-
cation as Environment A to its operating system as Environment
B. This would take the form of a relatedEnvironmentldentifier
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link using the PREMIS identifier mechanism to capture struc-
tural, derivative and dependency relationships.

Additionally, from within a local Environment instance in a
repository one can refer to the corresponding (possibly, more
complete or more up-to-date) descriptions in other registries
(e.g. TOTEM or PRONOM). Here a premis:registryKey could
be used to refer to information about the description in an exter-
nal registry. Note that such a description does not imply identity
between the Environment descriptions in the repository and the
registry. Because of the sliding specificity of Environment de-
scriptions (see Section 3.3) it is almost impossible to assert that
two descriptions are identical. We assume that the referenced
Environment description in the registry has to be more generic,
and, therefore, can be inherited.

A further form of linking to an external Environment description
could be an Environment designation, consisting of name and
version. Additional specifications, such as the country of release
of the version can be used to identify the Environment precisely.

In order to allow referring to different, internal or external de-
scriptions of the same Environment at the same time, any form
of linking should be repeatable and combinable. Each use of a
linking mechanism should declare its role by some mechanism,

such as premis:registryRole or linking[Entity]Role.

3.7 Expressing Dependencies between Envi-

ronments

How Environments depend on each other so that they can be
run, is key preservation information, which has to be expressed
in the most satisfactory way possible. In PREMIS 2 dependen-
cies can be expressed in two places:

1. Dependencyldentifier is used to document a non-software
dependency between an Object and another Object, and uses
an identifier mechanism to link to the required object.

2. swDependency expresses the fact that a piece of software,
part of an Environment supporting an Object, relies on other
software to be executed. This swDependency semantic unit
is a “full text description” with no linking capability.

A gap analysis uncovered some areas for improvement. For
example, low-level software Environments, like operating sys-
tems, rely on hardware to run. There is no explicit possibility in
PREMIS 2 to document the nature of the dependencies. One can
loosely record a hardware and software description in the same
Environment container but not express the fact or the nature of
their dependence. Links to repository descriptions are currently
possible for file formats but not for other environment types.
Specification of versions are possible for software, but not for
hardware.

With the proposed PREMIS 3 change of Environment becoming
a first-class PREMIS entity rather than a semantic container in
the Object description, explicit linking mechanisms for describ-
ing dependencies can be used.

The existing ways of achieving the goal of expressing depend-
encies have to be simplified and re-factored so that they are as
easy to use (for implementers) and to maintain (for the PREMIS
Editorial Committee) as possible, while maintaining expressive-
ness.

PREMIS has a generic and powerful mechanism that allows
linking two descriptions and assigning a type to the link. The
two most generic semantic units are the linking[Entity]Identifier

and the relationship ones. They can both be used for linking
Environments, maintaining the existing pattern that the former
links two instances of different entities, and the latter links two
instances of the same entity. Thus:

e Whenever there is the need to express the fact that a pre-
served Object or an Agent relies on an Environment to run,
you use a linkingEnvironmentlIdentifier mechanism;

e  Whenever there is a dependency between two Environment
instances, a premis:relationship with a new relationshipType
of “dependency” can be used; this achieves the goal of the
previous swDependency, and allows other dependencies,
such as hardware dependencies, to be expressed as well.
This is in addition to the structural and derivative relation-
ships between Environments mentioned above. This imple-
ments the linking relationship 4 depicted in Figure 1.

e Whenever the dependency occurs between two Objects, the
premis:relationship mechanism with the new relation-
shipType of “dependency” can be used between their Envi-
ronments. This achieves the same purpose as the “dependen-
cyldentifier” PREMIS 2 feature described above.

The other advantage of this mechanism is its extensibility: the
relationshipType and relationshipSubType semantic units’ rec-
ommended values in the Data Dictionary can be augmented.
This is important as we cannot foresee all the relationships that
can occur between Environments, which is a complex and
evolving area. An example of a large variety of dependency
relationships can be found in the Debian policy manual [28].
Using the relationship mechanism is a way to leave the door
open to other relationships that could be needed in the future.
Because of Environments’ highly interconnected, networked
nature, the Data Dictionary solution should enable all of these
linking and identification options.

3.8 Environments or Proxy Descriptions
When modelling Environments there is a decision to be made
what form and content this Environment should take. If it will
be preserved in an OAIS repository it will necessarily take the
form of a digital bitstream, file or representation. Software and
supporting documents, such as policy representations or manu-
als, can be captured directly in digital form as an Information
Package. Hardware, business processes or non-digital docu-
ments are inherently not (necessarily) represented digitally and
thus not directly subject to digital preservation as preservation
Objects.

Physical |
Environment (N
Component
- PREMIS
Non-digital Digital < Descriptions

~

.

I\, Environment
J - Y,
Descriptive storage:
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(Proxy)

Object
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preserve

Environment

Figure 2: Environment components as preservation Objects

In either case, the object can be reduced to a proxy digital de-
scription that can be preserved as an Object. This descriptive
environment metadata captures the physical object’s relevant
characteristics and contains all the information needed to rede-
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ploy a corresponding environment component with these same
relevant characteristics in the future. This kind of environment
preservation through proxy descriptions is used in, for example,
business process preservation, as illustrated in the TIMBUS
project [26]. See Figure 2 for an illustration.

A functional software description or the specification “Adobe
Reader 5.0” can be considered instances of proxy descriptive
Environment metadata. It is not as concrete as the Adobe Reader
software composed of Os and 1s, in the form of digital files that
are the actual physical Environment component. Either or both
could take the role of a premis:Object.

It is a business decision of the repository whether it preserves
the actual digital representation of the Environment and/or Envi-
ronment descriptive metadata as a proxy. This is a semantic
issue. As with other curatorial decisions, this cannot be pre-
scribed by the PREMIS data dictionary. But the eventual solu-
tion for PREMIS Environments must accommodate either use
and allow for the nature of the Environment description to be
specified.

3.9 Existing PREMIS Environment Descrip-

tions

Keeping the existing solutions for describing Environments in
PREMIS 2, the “environment” semantic unit and the “creat-
ingApplication” semantic unit, enables backwards compatibility
and, pragmatically speaking, offers convenient shortcuts and
reduced verbosity for the situations in which they suffice. The
PREMIS Environment working group does, however, feel that
we would recommend the new Environment entity above those
legacy semantic units.

4. USE CASE BASED DESIGN

The proposed solution is based on concrete examples rather than
abstract considerations. It was driven by and validated with use
case analysis. The working group validated that the modelling
decisions, which were taken in extending the expressive capaci-
ties of PREMIS beyond the sheer description of preserved Ob-
jects to representation networks, were applicable to real-world
examples.

Use cases should address all scenarios that implementers would
expect to implement using PREMIS 3 Environments. The fol-
lowing examples were chosen:

e Describing the environment that is used to render web ar-
chives in a particular institution, with all the pieces of soft-
ware that it bundles together to achieve this purpose;

e Describing the environment used in a normalization event;

e Describing the environment, including testbeds and docu-
mentation, used during TIFF to JPEG2000 migration;

e Describing an emulation environment for a Commodore 64
game preserved as an Object;

e Documenting the business processes in a multinational en-
terprise that operates in the cloud, and all the software and
hardware dependencies that allow them to be re-deployed in
the future.

The first two have been implemented in detail with a draft Data
Dictionary proposal. With their help, it is possible to illustrate
some of the features of the proposed Environment extension.

4.1 Use Case: Rendering Environments for
Web Archives

In the first use case, harvested web pages from the web archives
are rendered in the National Library of France’s reading room
Environment. A web page harvested in 2010 can not necessarily
be rendered on the reading room Environment of 2010. For
example, for a web page harvested in 2010 that contains an
EPUB file, this 2010 environment works for the HTML page.
But the Firefox 2.0.0.15 browser it includes does not support
EPUB files. The reading room Environment is upgraded in 2012
to an Environment that contains a newer version of Firefox that
supports the EPUBReader plugin that allows one to render the
EPUB file. In other terms, there was a need to describe these
two Environments, the fact that one Environment is superseded
by another, the different software components that they include,
and the dependency relationships between them.

The preserved Object and its history are described with the
PREMIS 2 standard features (Object, Event and Agent) as can
be seen in Figure 3. The Environments are described separately
and linked to from the Objects they support.

A new relationship type had to be introduced to state that
the old Environment was superseded by the newer one. This
information can, for example be used if the most current envi-
ronment becomes obsolete. A preservation professional may
choose to track superseded environments, which achieved the
same purpose, in the hope of detecting a by-now readily availa-
ble emulator of the older environment. This is an important
feature for hardware and software preservation. This was
achieved by a new relationshipType called “replacement”, with
relationshipsubTypes of “supersedes” or “is superseded by”.

arki12148c2 ) ( arki/12148/c1

environment environment
BnF - environment relationship type: BnF - environment

for onsite use (2012) ) replacement; for onsite use (2010)
subType: supersedes

linkingEnvironmentRole] render;
characteristic: | kown to work

ark:12148/b1/f1
object file
text/html 4.01

linkingObjectRole: infoibuf/spar/agent/heritrix_1_14_3
outcome agent
Heritrix 1.14.3

subtype: | is includedin Software application

relationship type: I structural;
ark:/12148/b1/f2
object file

application/epub+zip 2.01 linkingAgentRale:

performer

54c57435-¢62a-dchd-ael 7-eUS3o4321 21

linkingObjectRole:
outcome

event
harvest 2010-06-10

Figure 3: Web archive use case

This use case highlights how the environmentPurpose and
environmentCharacteristics, familiar from the PREMIS 2 “envi-
ronment” semantic unit, should be treated. The former was
about the purpose an Environment wants to achieve towards a
particular object (e.g. create, render, edit) and the latter, about
the requirement that the Environment is intended to fulfil for a
particular object (e.g. minimum service required, known to
work). This should not be part of the Environment itself but part
of the relationship between an Environment and the entity (Ob-
ject or Agent) that it supports. This also increases the ability to
share descriptions since the same Environment described above
could potentially be used to achieve different purposes with
different requirements.
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Figure 4 shows the components of those two Environ-
ments. Each component is an individual Environment, and bun-
dled into “aggregator” Environments. The aggregate mechanism,
allows components to be shared across different Environments.
For example, the Windows XP Service Pack 2 description is
shared by both Environments since they use the same operating
system.

arki12148/c2
environment
BnF — environment

for onsite use (2012)

ark:/12148/c1
environment
BnF — environment

for onsite use (2010)

relationship
type: replacement;
subtype: supersedes

relationship type: structural;

Relationship type: structural: subtype: includes
subtype: includes ark:/12148/c9
software appli
FLV Player 0.0.5 ark:/12148/c5
software application
ark:/12148/c10 Windows Media Player 10
» software plugin [—T
arki12148/c14 a6 ark:12148/c6
software i software i
Firefox 10.0 y Microsoft PowerPoint
ark:12148/c11 Viewer 2003
software piugin
AR Adobe Shockwave y
A ark:/12148/c7
software plugin Player 103 software s
EPUBReader 1.4.1.0 1

Microsoft Excel
ark:/12148/c12 Viewer 2003
ark:/12148/c2 software plugin
o Quicktime 6.3 ark:/12148/c8
operating system i

software

Windows NT / XP Professional

Microsoft Word
Service pack 2 IR Viewer 2003
environmentRegistryName PRONOI software plugin
registryKey: x-sfw-8 Adobe Reader 7 ark:/12148/c4

registryRole: specification software application

Firefox 2.0.0.15

t

Figure 4: Inclusion links between Environment platforms
and their component Environments

It also illustrates how one can link to a registry for addi-
tional descriptive information. Here, the Environment instance
“ark:/12148/c2” describes Windows XP with a particular service
pack; on the other hand, there is a description in PRONOM
about Windows XP “in general”, with no particular service
pack. In spite of this difference, adding this entry as a reference
can be useful since the PRONOM description is likely to evolve
and be enriched over time. A pointer to a repository should only
be used if the description found there is an exact match or more
generic and abstract than the Environment instance that links to
it, so that the link does not cause conflicts in the Environment
description.

All arrows mean: relationship type: dependency:
e subType: is run by

ark:12148/c14 W ( ark:12148/c15
ftv icati plugin
Firefox 10.0 ‘ L EPUBReader 1.4.1.0

aricr21a8/ca
software application

FLV Player 00.5

ark:/121481c2
operating system

Windows NT / XP Professional ark:/12148/c6 ark:/12148/c10
Service pack 2 software application software plugin
Microsoft PowerPoint Java 6
prototype:registryName PRONOM Viewer 2003

registryKey: x-sfw-8
registryRole: specification arc12148/c11
software plugin
Adobe Shockwave

Player 10.3

ark:/12148/c12
software plugin

Quicktime 6.3

ark:/12148/c4 ark:/12148/c13
software application software plugin
Firefox 2.0.0.15 Adobe Reader 7

Figure 5: A dependency network between Environments

However, Figure 4 does not express all the required infor-
mation. There is also the need to express the dependency rela-
tionships between the different components. Windows XP Pro-

fessional SP2, Firefox 10.0, and EPUBReader 1.4.1.0 are all
part of the same aggregator Environment, but they do not act on
the same level. EPUBReader, as an add-on, runs on Firefox
10.0, which in turn runs on Windows XP Professional SP2.
These dependencies were documented by using another
PREMIS relationship between the environments, as can be seen
in Figure 5.

These two different relationships have to be distinguished be-
cause they do not act on the same level and do not achieve the
same purpose. On the one hand, the whole/part structural links
between Environments and their components are about picking
Environment components to set up and bundle an Environment
platform for a particular purpose, and are thus specific to a par-
ticular repository and implementation. On the other hand, the
dependency relationships between the components are true
whatever the context is.

4.2 Use Case: Documenting an Environment

Used by a Normalization Service

In this use case, a QuickTime file with dv50 video and mp3
audio streams is submitted to a repository. Upon ingesting the
QuickTime file, the archiving institution normalizes the file into
a QuickTime file with mjpeg video and lpcm audio streams. A
normalization event is recorded, along with the web service and
software  that  performed the format  conversion.
The derivation links between Objects, and their provenances are
described by standard PREMIS entities and semantic units. The
new feature is about the Agent description, which is a normali-
zation service with no further description. So the Agent is linked
to an Environment which describes what components are actual-
ly used by the service, e.g. libquicktime 1.1.5 with dependent
plug-ins. The whole description can be summarized in Figure 6
below.

relationship type: structural;

subtype: includes Tulo:(az/E2001 /0161
object bitstream oo 00 emet
ol;}‘;g; . video/dvs0 libquicktime
video/mov Tulo /2001172 ;gﬁsvare
object bitstream I
relationship type: | derivation; audio/mp3 d.ependsTllb. libiconv,
subtype: | is source of libpng, zlib, fimpeg, faac,
T ETTER] faad2, libvorbis, libogg, lame
object bitstream
object file video/ mjpeg
video/mov role: | executor;

object bitstream haracteristic: | kown to work
audio/lpcm

Tafo: 0a:/E2001/e1 Tafo:fda:/aitex/runs orin/imon/mormA0.L1
event —» agent software
Normalization 2005-08-01 Daitss Transformation Service

role: performer

Figure 6: Normalisation use case

The distinction between the Agent and the Environment that
executes it is important, if one wants to preserve an Agent so
that it could be re-enacted in different Environments, or if one
wants to track errors that have been discovered or link to an
external registry. To this end, one may need to document the
software components of which the Agent is built, along with the
different Events that have been performed by this Agent in a
repository. All this can be done by following the links between
those different entities. This example also shows that different
verbosity levels can be achieved depending on the implement-
er’s needs. While the web archives use case above used a very
thorough Environment network description, this normalization
example describes the execution Environment of an Agent more
concisely. All the dependent libraries are listed in a single envi-
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ronmentNote semantic unit. However it shall be noted that a
more precise description could have been made if needed. In
such a case, there would have been a distinct Environment de-
scription for each component (the software application and all
its libraries), an inclusion link to an aggregator Environment
executing the Agent, and, finally, dependency relationships
between the libraries and the application. All depends on how
far a PREMIS implementer needs, or wants, to describe Envi-
ronments supporting the Objects s/he preserves or the Agents
s/he uses. This ability to fit different needs is one of the key
principles that guided this study.

S. CONCLUSION

The PREMIS Environment working group has been tasked with
rethinking how a computing Environment should be modelled
so that it meets the digital preservation community’s require-
ments. Several open issues are still being investigated. The anal-
ysis and proposed solutions discussed in this paper will be
brought to the PREMIS Editorial Committee and will be vali-
dated on community-provided use cases. Working within our
stated modelling principles, we hope that our proposed approach
not only meets contemporary registry preservation needs, but
also improves the interoperability between Environment regis-
tries that are being developed within the community. The work-
ing group has included representatives from the PREMIS [3]
Editorial committee, the TOTEM [21] technical registry, the
IIPC [24], DAITSS [29] and the TIMBUS [26] project, and has
received user requirements from New York University.
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Data publishing using semantic web and linked data tech-
niques enables the sharing of detailed information. Impor-
tantly this information is shared using common standards
and vocabularies to enable simple re-use. In the digital
preservation community, an increasing number of systems
are adopting linked data techniques for sharing data, includ-
ing the PRONOM and UDFR technical registries. In many
systems, only current information is being shared. Further,
this information is not being described with data relating
to who and when it was published. Such basic metadata
is seen as essential in all digital preservation systems, how-
ever has been overlooked to a large extent when publishing
linked data. This failing is partly due to there being very
few specifications, reference implementations and verifica-
tion systems in place to aid with publishing this type of
linked data. This publication introduces the Linked Data
Simple Storage Specification, a solution that enables care-
ful curation linked data by following a series of current best
practise guidelines. Through construction of a reference im-
plementation, this work introduces how historical informa-
tion can be referenced and discovered in order to build cus-
tomisable alerting services for risk management in preserva-
tion systems.

1. INTRODUCTION

Data, or to use another term, knowledge is the founda-
tion for progression in society. Knowledge is key to mak-
ing informed decisions that hopefully, on reflection, are cor-
rect. This principal is particularly true in the field of digital
preservation and archiving where a key opportunity exists to
automate the sharing of knowledge for the good of the entire
community. The most common form of knowledge exchange
within the digital preservation community is via registries
([7],[18],[8]). Moving on from simple fact based registries,
such systems have evolved with the aim of sharing process
information [1] to the point where it is now possible to share
work-flows [10].

The automated sharing knowledge via the web is an area of
research that has seen huge interest over the past decade,
partly driven by the vision for a Semantic Web [4]. In this
vision, knowledge comes together with reasoning such that
informed decisions can be made on a persons behalf. This
is a field of study which brings modern techniques together
with years of Artificial Intelligence research [12].

The idea of publishing self describing data on the web, that
could be read and understood by computers became the key
driving principal for what is now known as Linked Data.
Berners-Lee outlines a 5-star guide for publishing linked data
on the web [3], a guide that has been followed successfully
by many communities ([6],[13],[17]) including in the field of
digital preservation [9].

The P2-Registry prototype [18] took advantage of the ability
to harvest, manipulate and reason over linked data available
from many sources to help make informed decisions regard-
ing preservation actions. Data from PRONOM and DB-
pedia (the linked data version of wikipedia) was imported
and aligned using a series of simple ontologies. This lead to
huge increases in the amount of knowledge available to an-
swer questions relating to specific digital preservation prob-
lems including: “What tools can open a particular file?”, and
“How do I migrate this file to JP20007”.

The original P2-Registry prototype has been utilised suc-
cessfully by many preservation systems to help users make
important decisions ([2],[19]). In addition many other linked-
data related projects have began in the area of digital preser-
vation, most notably the PRONOM data is now available
directly from the National Archives (UK) as linked data [9].

While the amount of linked-data becoming available from
various sources is becoming much greater, there still exists
many problems in managing this data and deploying the cor-
rect architectures. Further challenges are then faced in un-
derstanding what information is available, establishing trust
of this information and separating historical and current in-
formation.

While these problems exist within both the UK government
data (where PRONOM is hosted) and P2-Registry system,
they are not unique in these systems. In the years follow-
ing the initial effort on the P2 system, many efforts have
been made in the wider community to tackle the problems
with understanding, trust and provenance resulting the in
production of many best practise guidelines. In this publi-
cation, we present LDS?, the successor to P2 that follows a
number of these best practices to provide a simple system
which automates and assists with the process of publishing
data to maintain integrity, trust and full historical informa-
tion. Further to this, the LDS? system also enforces strict
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data curation policies, meaning any hosted datasets should
be easy to understand, query and re-use.

LDS?® supports a publication-based named graph model to
re-connect data indexed for querying to the actual source
data. Further LDS® removes the concern from the user
about version and temporal data, much like version control
systems do for computer code, enabling users to directly
upload and manipulate documents containing the impor-
tant data. The LDS® reference implementation extends a
number of freely available and well supported software li-
braries. This is done with a lightweight shim that simplifies
and streamlines the process of managing linked data. At
the same time as implementing the LDS? specification, this
shim also incorporates authentication services using OAuth2
to allow the management of data to be restricted.

This publication presents both the LDS? specification and
related reference implementation. Further a number of ex-
emplar use cases, similar to that presented in the P2-Registry
work, are introduced to demonstrate the benefits of the new
capabilities available. Specifically, one of these capabilities
looks at how historical information can be queried to pro-
vide automated alerting services when expected behavioural
change.

The remainder of this paper is structured as follows. Section
2 recaps the P2-Registry and related work from the wider
community, introducing many of the efforts being made to
produce best practice guidelines for managing trust, authen-
ticity and history of data on the web. Sections 3 and 4 intro-
duce the LDS? specification and reference implementations
addressing how some of these best practise guidelines have
been applied to produce a specification for managing data.

Section 5 looks at the problem with changing data in the dig-
ital preservation community. By continuing the P2-Registry
work, this section looks at the risks to changing character-
isation data and outlines how LDS? can be used to build
alerting services to information about risks related to change
in this type of data. Before concluding the broader impli-
cations for LDS? type systems are introduced demonstrat-
ing how LDS? supports discovery and querying of historical
data.

This paper concludes by looking at the applications of LDS?
and possible future work. This section looks at how the P2-
Registry has now been enhanced with temporal data with-
out changing the existing API and available services. LDS?
provides an exemplar for publishing persistent datasets that
provide valuable information needed to establish trust,. By
extending the use of such services beyond the preservation
community, this will in turn enable easier data preservation
in the future.

2. LINKED DATA TODAY

Berners-Lee’s original vision for the Semantic Web became
a vision for the future of automated computing in which in-
formation is not only discoverable and transferable, but also
fully understood. Further, this information enables the gen-
eration of new knowledge through complex reasoning and
other inferencing techniques. Essentially the web and http
would be used as the location, storage and transport meth-

ods for knowledge. Artificial Intelligence methods would be
required to assist with trust, proof and the understanding
of the data.

While the semantic web is still a vision, some of the barriers
to seamless knowledge exchange are being lowered. Shar-
ing of knowledge starts with the sharing of data; facts that
can be used in other contexts. The web has encouraged the
sharing of information, however this has typically been via
the embedding of data in web pages (using HTML). The
drawback of this technique is that HTML is designed as a
human readable format and not one to be used for auto-
mated exchange of understandable data. In order to move
to a web of machine readable, open data requires a new way
to expose data.

The benefits of sharing data have been seen in many appli-
cations [5]. Many services have opened up their data using
formats such as XML, JSON and simple CSV, following the
5-star principals of linked data [3]. Exposing data under
an open licence in this way achieves between two and three
stars. The 4th star calls for the data to be shared in the RDF
format, using URIs for identifiers, such that data can be
easily discovered over the web and then used in a standards
compliant way. Once the data is exposed as 4-star Linked
Data, techniques from the Semantic Web can be used to
align datasets from disparate sources, leading to a greater
breadth of knowledge being available. 5-star Linked Data
is that which is already aligned and linked in some way to
other available 4 and 5-star linked datasets.

The idea of the P2-Registry was to expose the benefit of cre-
ating 5-star linked data for the digital preservation commu-
nity. This was achieved through the linking of the PRONOM
data to that exposed by DBpedia (the data endpoint for
wikipedia). At the time the PRONOM data was not ex-
posed as Linked Data, thus translating the XML data into
RDF with URIs was necessary. This was required in order
to get to a point where semantic web techniques could be
used to align and link to the data from DBpedia.

Figure 1 shows the use of the RDF Schema vocabluary to
connect two PRONOM identifiers (two versions of the PDF
file format) to the DBpedia identifier for Portable Document
Format. As DBPedia does not contain entries for each ver-
sion of PDF, these links state that each PRONOM identifier
is a subClass of the file format. In the case where a direct
mapping could be found, i.e. for software URIs, then the
sameAs predicate can be utilised from the Web Ontology
Language (OWL) ontology.

hitp://dbpedia.org/resource!
Portable_Document_Format

rdfs:subClassOf

rdfs:subClassOf

hitp://nationalarchives.gov.uk/pronom/Format/637

http://nationalarchives.gov.uk/pronom/Format/&17 b

Figure 1: Associating PRONOM data with DBPedia
data
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The benefit of this simple link is easy to see when asking
questions about the software tools available to read and
write PDF files. With only the PRONOM data being used,
the number of available tools was found to be 19. With the
alignment to DBpedia (as shown in Figure 1), this number
jumps to 70. Thus one connection (from PDF 1.4 to DBPe-
dia) results in a near 4 fold increase in available data.

Since the P2-Registry work, the PRONOM data has been
made available by The National Archives (UK) as 4-star
linked data [9], with the 5th star (linking to other content)
something of great interest. This work was enabled through
the push in the UK for releasing of government data as 4
and 5-star linked data, something for which there is traction
and now a substantial number of datasets available. Inter-
national efforts have also been pushing to make raw data
available in similar ways [8].

The publishing of linked data is just a single step towards
fulfilling the promise of the semantic web. The problem
is that the current methods for publishing and managing
linked data fall short when looking at the full intention of the
semantic web. Current publishing methods don’t guarantee
understanding, trust is not easy to establish and provenance
information is also hard to find. Problems with establishing
trust can be explained by analysing current publication and
dissemination methods to discover that linked data is often
only made available in a way disconnected from its source.
When the source of the data is located, a process not made
easy by current systems, it is still not clear how current and
valid this data is, and what previous state the information
held.

In the years following the initial effort on the P2 system,
many efforts have been made in the community to tackle
the problems with understanding, trust and provenance of
linked data. This has the resulted in the production of many
best practise guidelines that are discussed in this section.

2.1 Publishing Linked Data

Publishing of linked data starts with knowledge modelling,
the process of taking existing data and deciding how to se-
rialise this into a linked data format, typically RDF. Take
the following axiom of information:

<David_Tarrant> worksFor <University_of_Southampton>

While this is a valid triple, on its own no clue is given about
the validity of this information, something normally estab-
lished by looking at the information source (e.g. this pub-
lication). Omnce discovered, questions like “how old is this
information?” and “who published this information”, can
be answered easily. However in linked data (using RDF or
SPARQL), it is not clear how to find the source of such in-
formation.

This was realised as problem by early linked data systems,
examples of which include triple-stores. Such systems would
store a fourth piece of information detailing the location
from which the information originated so it could be easily
updated. While systems designed to index and store linked
data realised this need, it is still not fully realised by systems
that expose this data, as was the case in the P2-Registry.

Many active linked-data systems utilise storage and index-
ing systems as their only dissemination mechanism, often
with an accompanying SPARQL (RDF Query Language)
endpoint. While this allows the data to be re-sliced to an-
swer queries, this results is a disconnection between the ex-
posed data and the original sources. In the P2-Registry,
answers to queries consisted of data from two data sources
(PRONOM and DBpedia), resulting in this same disconnec-
tion problem.

Moving from a triple based RDF model to that of a quad,
means that named graphs (term for the quad), can be used
to provide source information. Named Graphs can be used
in two ways, either to express publication information or
for representation information [17]. Using named graphs to
express publication information allows the connection back
to the original source (here termed as publication). Repre-
sentation information relates more directly to the result of
combining data, e.g. the source of a query and data about
the query endpoint. There is value in both uses, especially
as it may be required to keep a record of where the data was
discovered (or queried from) as well as the locations for the
original sources of that data.

<Named_Graph>

<David_Tarrant>

worksFor

<University_of_Seuthamptons

Figure 2: Encoding a triple with a named graph (a
quad)

Figure 2 shows and example of the previous triple now rep-
resented with a quad. In the case of this representation it
has been chosen to represent the named graph as a docu-
ment that represents the source of the triple. Equally this
document might convey information relating to many sub-
jects (in this case people) and their related information.

Taking this forward, Figure 2 also indicates that the <Named_Graph>

can also be the subject of information, thus allowing triples
to be included in this named graph that describe itself. It is
this data that can including facts like the author, publisher
and publication time.

Exposing the named graph in queries immediately allows
separation of data sources, allowing data from PRONOM to
be differentiated from that produced via wikipedia. Know-
ing the exact source of the data allows any user to retrieve
the original data from it’s source (rather than the query end-
point) in order to verify the information and establish some
level of trust. Additionally, techniques such as Public Key
Identifiers (PKI) can also be used at this point to further
verify that the data received is authentic [14].

Using named graphs for publication data clearly has its ben-

efits, but requires that a user be able to retrieve the original
data for inspection, not via an index of the data. While
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sources for information, e.g. RDF, can be easily hosted on
web servers directly, this process relies on the user to keep
these documents up to date and properly annotating them
with information relating to the time and place of publica-
tion. As well as combining indexing and query services, the
main role of LDS?® (as a Simple Storage Service) is to pro-
vide hosting services for the source of data. LDS?® enforces
the use of named graphs to represent publication data and
will automatically annotate data that it is hosting with the
publisher and publication time data, meaning that the au-
thor does not have to worry about these aspects. Providing
both storage and indexing services means that LDS® is able
to easily keep the two services in synchronisation while al-
lowing users easy acces