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Modelling game sports as complex systems – application of recurrence analysis to golf and soccer

Michael Stöckl, Denise Plück and Martin Lames

Abstract
Analyses of game sports or of performances shown in them require appropriate models. Many game sports can be modelled as complex, dynamic systems. This study investigated how recurrence plots (RPs) – a method to analyse complex systems – and the analyses of RPs can be applied to the game sports golf and soccer. A golfer is treated as a complex system with many unknown components. The scalar variable Shots Saved can describe his/her behaviour. Phase space reconstruction is needed to unfold hidden facets of a golfer’s behaviour. Results indicate that golfers’ performances do not approach a stable state, but seem rather unpredictable. A soccer match can also be treated as a complex system. Some components – the players – and their respective behaviour represented by movement trajectories are known and can be used to describe the system’s behaviour. We propose that no embedding is needed for the RP construction in this case. Results indicate that the more goal shots there are in a game, the more unstructured it is. Furthermore, if several golfers or soccer matches are investigated, we recommend using the same RP parameters to achieve comparable results.

Introduction
Analysing performances shown during sports competitions has become a rapidly growing field in the more recent past. For that, appropriate methods are required to analyse performances in different sports. The performance structure differs from sport to sport. For example, performance in endurance sports is mostly based on performance prerequisites such as athletic ability and technical and tactical skill. An athlete’s 100 m sprint performance might be predicted within narrow margins knowing the actual level of reaction time, acceleration, maximum speed and speed endurance from prior, separate testing. In contrast, the performance in many game sports emerges from a dynamic process which is characterized to a great extent by the interaction between the athletes, although their athletic abilities and technical and tactical skills also influence performance.

In the past, different approaches have been used to assess game sport behaviour. One approach focuses on investigating game-specific actions using performance indicators such as ratios of completed passes, or other descriptive methods such as the analysis of pass sequences [1]. Subsequently, these parameters are studied with respect to their relation to match-winning actions...
such as scoring goals, using inferential statistics, e.g. [2–4]. However, such performance indicators only describe isolated aspects of the respective game sport [5,6].

Another approach is to model athletes and game sports as complex, dynamic systems. Human behaviour is based on the interaction of many components providing a large number of degrees of freedom. In a simple case, for example, a finger of a person has a limited number of degrees of freedom. Although one might be able to count the degrees of freedom involved, the task plays an important role which the person performs the finger belongs to. For example, the person could play a PC game by clicking the mouse with the finger in question or he/she could play a sophisticated piano concerto. However, it is obvious ‘that the amount of information that is transmitted by […] [the] biomechanical degree[s] of freedom in the complexity of motion is vastly richer than any counting of mechanical degrees of freedom would suggest’ [7, p. 41]. Observable human behaviour emerges from the synergy of a lot of components, such as mechanical or neuronal components [7]. A specific type of behaviour such as a golf shot can reach a stable pattern through learning (if exercised often enough) and can be reproduced within a small range of variability. The relationships between the interacting components are non-linear. A small change in the hip angle might influence the outcome of a golf shot marginally, whereas a slightly rotated arm usually has a large effect on the angle of the club head, and thus the golf ball curves to the right. This complex systems approach has been applied at many levels of the analysis of human movement and performance, see e.g. [7–9], and is appropriate for modelling individual athletes and their performance in game sports [7].

Game sports such as soccer can also be modelled as complex, dynamic systems [10,11]. In a soccer match, there are usually 22 players. The players are coupled with each other in different ways. There are intra-couplings as well as inter-couplings [11]. Intra-couplings describe the couplings within a soccer team. For example, each player of a team is initially coupled with his/her immediate neighbours on the pitch. However, there are many more intra-couplings amongst the players of a team and they keep changing depending on the game’s context. Inter-couplings describe relations between players of different teams such as the coupling between a defender and a striker or between two midfielders of different teams. Due to alternating ball possession, a soccer match shows ‘a to-and-fro behaviour more reminiscent of a tidal ebb-and-flow’ [11, p.773]. Depending on this behaviour, intra- as well as inter-couplings are generated or broken regarding the current game context, which is determined by which team is in possession of the ball and the corresponding positioning of all players on the pitch. For instance, team A gains ball possession and starts a counterattack. Then the team B players try to achieve a well-organized defensive line-up. During this, different players from team B (e.g. a striker and a defender) can be direct neighbours and are coupled differently than during a well-organized defensive team line-up.

During ball possession, a team tries to keep possession and score a goal, and the other team simultaneously tries to (re)gain ball possession and prevent the team in possession from scoring. Thus, once the defence of team B and the offence of team A have achieved well-organized line-ups, the teams neutralize each other and stable player patterns occur. The couplings are non-linear, since a player’s error can have either nearly no effect or a very large effect if he/she opens up space and, as a consequence, the team in possession of the ball gets a scoring opportunity. Furthermore, the state of a match at time $t_i+1$ emerges from the players’ behaviour at time $t_i$. Additionally, the complex dynamic system soccer match is a nested system since some of its components – the players – are complex dynamic systems themselves.

Physical sciences provide a variety of concepts and tools which are suitable for understanding and analysing the behaviour of complex systems. For example, the dynamical systems theory, widely used in game sport analyses, provides theoretical concepts such as self-organization [12], affordances [13] or constraints [14] which are used to analyse a system’s observable behaviour qualitatively [5]. On the other hand, there is a variety of methods to quantify, and subsequently statistically analyse, a complex system’s behaviour. Amongst others, such methods are the relative phase, measures of complexity and synchrony – such as the approximate entropy – or recurrence
analysis. Relative phase, e.g. [15–20], and complexity measures, e.g. [21,22], have been applied to game sports frequently. For example, relative phase analyses have identified soccer [17,18] and basketball [19,20] as in-phase games outlining a very close inter-coupling between teams regarding longitudinal (goal to goal or basket to basket) movement direction. Furthermore, it was possible to identify some phases as scoring opportunities, when the teams were less strongly coupled. However, for technical reasons relative phase only allows the coupling to be analysed taking one movement direction into consideration. The application of recurrence plots (RPs), a tool for visualizing recurring patterns of complex, dynamical system behaviour, and recurrence quantification analyses (RQAs) [23] – which allow the structures in RPs to be quantified – to game sports is relatively new. So far, the authors of this study are only aware of one study which has applied RQA to game sports, its application to tennis. The players’ relative positioning during baseline rallies was investigated, and the results showed that RQA helped to identify rally breaks leading to points [24].

A similar method to RP and RQA is the T-patterns approach. It allows the analysis of time series data sets regarding recurring structures [25]. This method has been used to detect and to describe recurring sequences of behavioural events. In contrast to the RP approach, where the underlying data are interval-scaled, the T-patterns are based on categorical event data which describe the beginning and the end of certain behaviour performed by an agent. The T-patterns approach has already been applied to investigate some game sports, including soccer [26]. The event categories in this soccer research were pass, tackle, header or run, and the field of play was separated into discrete zones. A correlation showed a close relation \( r = .81 \) between the number of patterns found for a team and an assessment of the team’s performance by experts. The more structured the manner in which a team played, the better it was.

Considering the findings of research [26], and due to the similarity of the methods, RP and RQA seem to be promising approaches for shedding light on game sport behaviour. The RP analyses are based on the positional information of players in this research and thus focus on the dynamic of the game rather than on specific events.

In golf, the developments in the more recent past have led to measurements which allow the performance of a shot to be quantified in terms of its outcome [27,28]. The existence of such measurements allows more detailed analyses regarding the performance structure, such as ‘Are there phases when golfers’ style of play is more stable or unstable?’ or ‘How predictable are performances?’ Furthermore, amongst experts, fans and also athletes there is the belief that ‘success breeds success and failure breeds failure’ [29, p. 525]. This phenomenon, called streakiness or hot-hand, has been investigated already, but only based on round or hole scores due to the data available. However, only weak support was reported for this belief [30–32]. Such open golf questions could be approached on a shot-by-shot level using RP and RQA.

This paper illustrates the application of the RP method to golf and soccer. In both sports, progress in information technologies has led to the collection of a huge amount of data during competitions. During golf competitions, data on each shot of each golfer is collected, at least during tournaments of the American professional golf tour, the US PGA TOUR. During soccer matches, positional data is collected for every player on the field of play. The existence of such data allows for the progress of the complex, dynamic system golfer as well as the progress of the complex, dynamic system soccer match to be described during a competition. The emphasis of this paper is on the technical aspects of the method’s application to both sports – the construction of RPs – rather than the application of the method from a sport scientific viewpoint, for instance a detailed analysis of performances using RP and RQA. However, for both sports a sport scientific application will be illustrated shortly.

The paper is outlined as follows: first, there is a short overview on RP and RQA. Then, the technical details of their application to golf are presented, followed by a short sport scientific application; and finally, the technical details of their application to soccer are presented followed by a short sport scientific application.
Recurrence plots

The RP concept

An RP is a tool for visualizing similarities within time series of complex, dynamic systems. Recurring patterns of a system can be identified in a symmetric $N \times N$ graphic, where $N$ is the length of the time series. Generally, RPs can be divided into three categories according to the pattern of the recurrence points regarding the whole plot (large-scale texture) [33]: homogeneous plots (stationary process), periodical plots (oscillating process) and drift plots (transmuting process). Furthermore, the local patterns of an RP (small-scale textures) provide detailed information on the complex system’s behaviour during a certain time period. The most important small-scale textures are [23]:

- **Isolated recurrence points** (recurrence points without neighbours) indicate rare states or high fluctuation.
- **Diagonal lines** describe that the investigated system’s trajectories run parallel and close to each other for a certain time.
- **Vertical (or horizontal) lines** illustrate that the system remains in a state or very slowly moves in the neighbourhood of a state for a certain time.
- **Clusters** of recurrence points mean that vertical and horizontal lines occur at the same time, forming blocks.
- **White space or bands** refer to states which are rare or only occur once.

Depending on the characteristics of the analysed complex system, the types and the amount of occurring small-scale textures usually vary. For example, deterministic processes cause longer diagonal lines in their RPs than chaotic processes, whose RPs are dominated by isolated recurrence points [23].

RP construction

The construction of RPs involves several steps which will be introduced in this subsection. The details of the RP construction applied to golf and to soccer will be discussed in the following sections.

The investigated complex system’s behaviour is often measured as scalar, discrete time series $a_1, \ldots, a_N$, since not all relevant components of a system are known or can be measured. According to Takens [34], the original time series needs to be expanded to a higher dimensional phase space in order to unfold the real system’s dynamics. The so-called phase space reconstruction is often realized using a time delay method [23]. This method requires two parameters to be chosen properly, the embedding dimension $m$ and the time delay $\tau$, $m, \tau \in \mathbb{N}$ [23,35,36]. These parameters are frequently determined using a false nearest neighbour algorithm for the embedding dimension and an autocorrelation or mutual information function for the time delay. False nearest neighbours are phase space points that are close to each other in dimensions smaller than the original dimension of the investigated system in which these points are not close to each other. The method used in this paper [37] considers the amount of false nearest neighbours as a function of the embedding dimension. An appropriate embedding dimension is found when the number of false nearest neighbours approaches zero [37].

The autocorrelation function assesses dependences between the measurements at different times. An appropriate $\tau$ is found when the function approaches zero [38]. Mutual information involves a function expressing ‘the average of the information about a value after a delay $\tau$, which can be yielded from the knowledge of the current value’ [38, p. 6]. According to the research [38], an appropriate $\tau$ is where the mutual information function has its smallest local minimum.
Based on $m$ and $\tau$, the measured time series is embedded into a higher dimensional phase space where the progress of the system is represented by a series of vectors $b_i = (a_i, a_{i+1}^\tau, \ldots, a_{i+(m-1)^\tau})^T$, $i = 1, \ldots, N - (m - 1)^\tau$. However, there are discussions on whether an embedding is necessary for the RP construction [35, 39]. In such cases the RP construction is conducted with $\tau = 1$ and $m = 1$.

Independent of the decision to embed or not to embed, the similarity of states needs to be determined. It is usually assessed using a distance measure, such as the absolute value norm (finding the lowest number of neighbours), the Euclidean norm (finding an intermediate number of neighbours) or the maximum norm (finding the highest number of neighbours). According to [23], all these norms are appropriate and can be chosen with respect to the computational speed; for instance, the maximum norm is the fastest. States are treated as similar and are also called recurring states, if the distance between them is smaller than a predefined threshold $\epsilon$ [23]. Determining an appropriate $\epsilon$ is crucial since it is important that not every state is similar to all others and, on the other hand, too small a value results in a nearly empty RP. In these cases the RP would not provide meaningful information on the recurring structures anymore. There are several approaches to choosing $\epsilon$ which are accepted for delivering the appropriate thresholds, see [23] for an overview, e.g.:

- A frequently used approach to finding a proper $\epsilon$ is to make the threshold a few per cent of the maximum diameter of the phase space trajectory of the investigated system [40], but not greater than 10% [41].
- Marwan [42] states that it is important to achieve a high number of long diagonals while the variability of the lengths stays small to get as much information as possible from an RP. Therefore, the value of $\epsilon$ should be selected as the one where the ratio (number of recurrence points forming diagonal lines)/(variability of the length of the diagonal lines) reaches its maximum. The measurement of a complex system’s process is composed by the real values and noise. If the amount of noise is known, $\epsilon$ should be larger than five times the standard deviation of the observational noise.

Mathematically, an RP is represented by a matrix with binary entries

$$\text{RP}_{ij}(\epsilon) = \Theta(\epsilon - ||b_i - b_j||), \quad i, j = 1, \ldots, N - m^\tau,$$

where $\Theta$ is the Heaviside function and $||.||$ is a norm, the chosen distance measure for assessing similarity between two states. The entries of $\text{RP}$ are plotted colour coded, black usually indicates that two states are similar and white the opposite.

**Recurrence quantification analysis**

A method called RQA was developed to quantify structures in RPs [23, 43]. Amongst other things, an RQA involves analyses of diagonal lines, vertical lines and the recurrence point density. The respective RQA parameters used in this paper are the rate of recurrence points in a plot ($RR$), the proportion of recurrence points forming diagonal ($DET$) and vertical lines ($LAM$), the average length of the diagonal ($L$) and the vertical lines ($TT$) and the variability in the length of the diagonal lines ($ENTR$).

For the RQA parameters which are based on diagonal and vertical lines, a minimum line length needs to be determined prior to it. The main reason for selecting the minimum line length with caution is in order to restrict the influence of tangential motion which ‘also [includes] points into the neighbourhood which are simple consecutive points on the trajectory’ [23, p. 247]. Furthermore, if the minimum is set too large the detected amount of diagonal lines in the RQA decreases and, consequently, the reliability of $DET$ and $LAM$ declines. Typically, the minimum line length is set two [38].
Applications to golf and soccer

This section thoroughly addresses the RP applications to golf and to soccer. In particular, the choice of parameters for the RP construction is described in detail. For the RP and RQA computations, the RP MATLAB toolbox provided by the authors of [23] was used.

RPs in golf

First, Shots Saved, a golf-specific performance indicator which describes the quality of individual golf shots, needs to be introduced briefly [28]. Basically, in this application the investigated dynamical system is the golfer and the system’s behaviour is described by Shots Saved values [28]. Since a golfer usually plays several shots at each golf hole and on a professional level a round is comprised of 18 holes, a round generates a sequence of shots, each of which can be assessed using Shots Saved values. Such a Shots Saved sequence can be considered as a discrete time series describing the respective golfer’s behaviour on the golf course on a shot-by-shot basis. Therefore, the RP approach based on a sequence of Shots Saved values is technically appropriate for studying the characteristics of golfers’ performances during competitions in principle.

In golf, each hole should be played with a certain number of shots, called par. Depending on the distance from the tee to the hole, there are par three, par four and par five holes. Research based on hole-by-hole analyses reveals that golfers on the PGA TOUR play par on about 60% of the holes [44]. Further research reported that in 60% of cases a par is followed by another par, whereas better and worse holes follow a par 20% of the time [32]. Thus, there are often stable phases when players play a few pars in a row. From a performance analysis perspective, this motivated us to conduct a pilot study of the performance of PGA TOUR golfers on a stroke-by-stroke basis using RP aimed at the question of whether there are such stable phases at a shot-by-shot level too. The recurrence analysis application described below is based on data from a PGA TOUR tournament, THE PLAYERS Championship 2011. It involves data from those 74 players who played all four rounds of the tournament (after two rounds there is a cut which only allows the better ranked half of the players to continue playing).

The ISOPAR method

The ISOPAR method is an approach developed to assess the quality of golf shots [28]. It relies on concepts of the dynamical systems theory, in the sense that the golfer as a human being can be considered as a dynamic system and that his/her behaviour on the golf course is constrained by influences from different sources [28]. For instance, such influences include the weather (e.g. wind, sun or rain) or the hole type (e.g. distance to the hole, surrounding area such as trees, or hardness and speed of the green). The golfers’ play can be influenced directly or indirectly by such factors. The golfers are directly influenced, for example, by a tree which blocks the straight line between the ball’s location and the hole. A factor indirectly influencing the golfers’ play would be a water hazard from which the golfers aim away for strategic reasons. Although this is not the shortest way to the hole, it limits the possibility of hitting the ball into the water, for which a golfer is penalized by an extra shot. Moreover, the golfers themselves are a source by which their play is constrained. A golfer needs to perceive the external factors, process this information to make a decision for the next shot and finally perform the intended shot as well as possible.

The ISOPAR method is based on ball locations and the respective number of remaining shots until the ball is holed. The number of remaining shots from a location represents the difficulty of this because the more difficult the location was, the more shots were needed. The difficulty is the result of the synergy of the abovementioned influencing factors. The ISOPAR method provides an algorithm for calculating the difficulty of holing the ball from any location at a golf hole. The resulting difficulty values are a weighted average of the remaining number of shots and are called ISOPAR values. Since the influencing factors are different from hole to hole, the difficulty is
calculated for each hole separately. Furthermore, since a golf tournament is usually played over 4 days (one round a day) and each hole is played once a day, the ISOPAR value calculation is performed for each hole in each round to account for changing factors such as the weather (assuming that the weather during one given day is more stable than across 4 days) or the pin location, which is different in each round at each hole.

Based on the ISOPAR values, this method allows the quality of each individual shot to be assessed through the performance indicator Shots Saved \[28\]. For each ball location, an ISOPAR value can be determined. Considering the ball location before and after a shot allows a golfer’s performance to be assessed as shot quality (SQ) = ISOPAR value\(_{\text{before}}\) – ISOPAR value\(_{\text{after}}\) \[28\]. The Shots Saved value for a shot is defined as SQ – SQ\(_{\text{ave}}\), where SQ\(_{\text{ave}}\) describes the average SQ of all golfers playing at the respective hole \[28\]. Thus, a Shots Saved value describes how much better or worse a golfer’s shot was compared to an average performance at a hole. A Shots Saved value of a shot is the ‘measurable’ outcome of the behaviour of the dynamic system golfer at this shot.

As described above, the quality of a golfer’s shot sequence in a tournament can be described by his/her Shots Saved series \(x_1, \ldots, x_N\), where \(N\) describes the number of shots the golfer took during the tournament. This Shots Saved series was used as the time series describing the golfer’s behaviour on which the RP is based.

**RP construction**

For the application to golf data, the use of phase space reconstruction was chosen to construct the RPs. The complex system golfer comprises a lot of unknown components and the interactions between them, and additionally the measurement describing the golfer’s performance is scalar. According to Takens \[34\], embedding phase space reconstruction is recommended. It was conducted using the time delay method. The respective parameters were determined using the mutual information algorithm and the false nearest neighbour algorithm both implemented in the used MATLAB toolbox \[23\]. The mutual information plots were visually inspected for all golfers in the data set (e.g. see Figure 1). The mutual information functions had their smallest local minima at time delay \(\tau = 2\). Subsequently, the embedding dimensions were determined based on these minima.

![Figure 1. Mutual information function of one of the golfers at THE PLAYERS Championship 2011.](image-url)
on the false nearest neighbours approach using \( \tau = 2 \) (e.g. see Figure 2). The embedding dimension, where either no false nearest neighbours were left or the number of false nearest neighbours approached zero, was \( m = 2 \) for all golfers.

Using the phase space reconstruction based on \( m \) and \( \tau \), a recurrence threshold \( \varepsilon \) had to be determined. A frequently used approach was used to determine \( \varepsilon \) as a few per cent of the maximum diameter of the phase space trajectory of the investigated system, but not greater than 10%. Since for all golfers in the data set the reconstructed phase space had the same dimension, \( \varepsilon \) was decided to be the same for all golfers. Otherwise, the similarity of states would be assessed differently and the RPs would no longer be comparable. For instance, two states can be 0.05 Shots Saved apart from each other for one golfer and two states can be 0.2 Shots Saved apart from each other for another golfer, but in both cases the states are considered similar because of individual recurrence thresholds. Such unwanted effects affect the analysis of the RPs. Therefore, the following approach was used to determine \( \varepsilon \), which is valid for all golfers:

- For each golfer the trajectory \( b_i, i = 1, \ldots, N - (m - 1) \cdot \tau \), in the reconstructed phase space was determined.
- Extreme outliers were removed from each trajectory to ensure that \( \varepsilon \) meets the maximum criterion of 10%. To identify extreme outliers, the approach suggested in [45] was used. There extreme outliers \( eo \) are defined as
  \[
  eo \begin{cases} 
  < Q_{0.25} - 3IQ \\
  > Q_{0.75} + 3IQ
  \end{cases}
  \]
  where \( IQ \) is the interquartile distance and \( Q_i \) denotes the \( i \)th quartile of the distribution.

- For each golfer the recurrence threshold \( \varepsilon_i \) was determined as 10% of the diameter of the leftover trajectory.
- Finally, the recurrence threshold was computed as \( \varepsilon = \frac{1}{74} \sum_{i=1}^{74} \varepsilon_i \).
The resulting $\varepsilon$ was 0.14. In this application, the Euclidean norm was chosen as the distance measure for assessing the similarity of states in the reconstructed phase space as well as for the calculation of $\varepsilon$.

Using the parameters determined above, the resulting average $RR$ based on all golfers’ RPs equals 6.9% ($SD = 1.0\%$). Thus, the resulting RPs are sparse enough to allow an appropriate RQA according to Webber and Zbilut [46]. Therefore, the parameters for the RP construction were chosen sufficiently.

**Sport scientific application**

Figure 3 shows the RP of a golfer, K. J. Choi who won the tournament the data was taken from. The RP is characterized by many isolated recurrence points, a few clusters and short vertical lines as well as a few short diagonal lines. Therefore, Choi’s play can be interpreted as very fluctuating, but alternating with some short stable phases (vertical lines) from a sport scientific viewpoint using the suggestions of [23]. More-or-less white bands or sparsely populated bands can be identified in the RP as well, e.g. before shot 150. Those bands indicate that the quality of performance changed abruptly [23]; in other words, Choi played a few consecutive shots which he rarely played in this tournament, e.g. alternating extremely good and extremely bad shots. However, the RP itself does not provide information on how well or how bad Choi played at any given time.

The absence of longer diagonal lines parallel to the line of identity raises the suspicion that Choi’s behaviour was not deterministic, but rather chaotic. The RQA analysis of Choi’s plot supports this assumption since $DET = 16.2\%$ and $L = 2.4$ (for $DET$ the minimum line length was set two). Such small values indicate that the investigated system, and hence this golfer, behaved rather unpredictably/chaotically [45]. Choi’s $LAM = 22.7\%$ and $TT = 2.5$ reveal that about a fifth

![Figure 3. Recurrence plot of K. J. Choi’s performance at THE PLAYERS Championship 2011 ($m = 2$, $\tau = 2$, $\varepsilon = 0.14$); black dots represent recurring states.](image-url)
of his recurring shots comprised vertical lines which can be interpreted as a stable performance. However, the stable phases only lasted two to three shots on average, except his longest stable phase. The latter lasted seven shots on the holes 16 and 17 of round one, both of which he played par. This stable phase was comprised by shots of 0.06 Shots Saved on average.

With respect to all golfers in the data set, the average $DET = 13.5\%$ (SD = 2.6%), the average $L = 2.4$ (SD = 0.1), the average $LAM = 17.5\%$ (SD = 4.6%) and the average $TT = 2.2$ (SD = 0.1). These values suggest that Choi’s behaviour was rather typical, since all golfers generally behaved rather unpredictably or quite variably during this tournament. In some cases it was only possible to predict the quality of a shot based on the previous shot(s), and there were only a few short phases in which the quality of the shots remained similar. Furthermore, Spearman correlations revealed that $DET (p = .979; r = .003)$, $L (p = .907; r = -.014)$ and $LAM (p = .885; r = .017)$ were not correlated with the tournament ranking. Thus, the fact that the players’ performances were unpredictably fluctuating was independent of their rank, as was the fact that about a fifth of the golfers’ recurring shots composed stable phases. The Spearman correlation of $TT (p = .035; r = .246)$ with the tournament ranks only weakly supported that the worse a player was ranked, the longer his stable phases were. A tournament ranking is determined by the number of shots a player takes, and therefore the better-ranked players play fewer and on average better shots. Thus, one could speculate whether the stable phases of the worse-ranked players were of worse quality. Moreover, the shot sequence at a hole is comprised of different shot types which require different motions. Further RP analyses should aim at this and analyse golfers’ performance regarding the shot types. This might support the identification of weaknesses to focus on in training sessions.

Concluding, RP is a tool which allows performance analysis describing the composition of golfers’ performances using the performance indicator Shots Saved. A behaviour including stable phases, which is known from hole-by-hole analysis, cannot be found as distinct on a stroke-by-stroke level. A shot’s performance is less predictable based on the previous shot(s) than a hole score is based on the previous hole score. Further RP analyses should consider the Shots Saved values of the recurring shots to add more context. Then, in particular, RQA might help to shed light on the structure of golfers’ performances, such as analysing the stability and variability of golfers’ play, and might enable the psychological concept of momentum (see [29] for an overview) in golf to be investigated. Hence, there are several sport scientific questions in golf which can be approached using RPs and RQA.

**RPs in soccer**

As outlined in the introduction, a soccer match can be modelled as a complex, dynamic system. In contrast to the golf example from above, here it is possible to use measurements of the behaviour of components the system is comprised of, in fact all the players on the pitch.

Nowadays, companies such as Prozone Sports or ChyronHego provide tracking technologies to collect the positional information of each player during soccer matches. Thus, for the player-related components there is spatio-temporal information describing their behaviour. In soccer there is a line-up based on tactical targets for each team consisting of playing positions such as central defender, central midfielder or forward. Each player is associated with a playing position. However, the players sometimes switch playing positions during matches, which can lead to unwanted artefacts if an RP is calculated based purely on player information. Therefore, the playing positions represent the components better than merely the players themselves.

Since there is information on each individual player during a match, the system’s behaviour can be described higher dimensional from the beginning rather than using a scalar summary measurement. Combining the positional information of each playing position to a multidimensional variable $v_i$ describes the system’s behaviour at time $i$ very precisely. Hence, a series $v_1,…,v_N$ represents the system’s evolution during a time period of length $N$. 

In this study, data — to be exact the locations \( p_i = (x, y) \) of each player — from 12 matches of the 2009/2010 German Bundesliga season were used. The goalkeepers were excluded because of their specific role in a match. Thus, the different states \( i \) were represented by matrices \( v_i \in \mathbb{R}^{20 \times 2} \). In case of a substitution the \( x, y \) coordinates of the new player were inserted at the row of the substituted player at the appropriate time \( i \) in matrix \( v_i \). Furthermore, a change within a team’s tactical line-up was recognized by video inspection and the respective components in \( v_i \) were switched accordingly. There were no sending-offs in the investigated soccer matches. However, how to deal with such incidents has not been resolved yet. Finally, the original data (10 Hz) were aggregated to 1 Hz for computational reasons, since a system’s state was not expected to change considerably within any given second.

**RP construction**

In this application to soccer, it was decided not to use a phase space reconstruction. On the one hand, Iwanski and Bradley [35] criticize that embedding can lead to correlations which are often hard to understand. They argue that unembedded RPs contain the same information as embedded ones [35,39]. On the other hand, in this soccer application \( 20 \times 2 \) matrices were used to describe the system’s states instead of one-dimensional measurements as in golf. Whereas the latter might need to be embedded to a higher dimensional phase space to unwrap hidden facets of a system’s behaviour, in this application the system’s behaviour is described relatively precisely by the matrices \( v_i \) containing information on the measurable components’ behaviour.

The method suggested by Marwan [42] was used to determine the threshold \( \varepsilon \). To get as much information as possible from an RP, it is important to achieve a high number of long diagonal lines while the variability of the lengths remains small. Therefore, the value of \( \varepsilon \) should be selected depending on the ratio \( \text{DET/ENTR} \) for which the minimum line length was set at two. To find the right threshold, this ratio was plotted as a curve depending on an increasing \( \varepsilon \), starting with zero up to a value meaningful for the investigated system. Furthermore, it was decided to use the same \( \varepsilon \) for all matches to avoid the possibility of similar states being 10 m apart from each other in one RP and similar states being 8 m apart from each other in another RP. It was calculated as the average of the thresholds \( \varepsilon_i \) of the investigated matches and equalled 9 m (SD = 0.43 m). However, from a soccer expert’s viewpoint one could question whether a player pattern can be similar to another if they are shifted by about 9 m. With respect to pitch size (usually 68 m wide and 105 m long), 9 m is a quite large threshold itself. On the other hand, this threshold illustrates how dynamic soccer matches are and how difficult it is to find similar player patterns in the sense of nearly equal player patterns.

As for golf, the Euclidean norm was chosen to identify close states in the phase space. However, the computation of the RP had to be modified because \( 20 \times 2 \) matrices were used instead of vectors or scalars. We decided to assess the similarity between two states according to the mean positional change of all players. Thus, Equation (1) turns into

\[
\text{RP}_{ij}(\varepsilon) = \Theta \left( \varepsilon - \frac{1}{20} \sum_{n=1}^{20} ||p_n^i - p_n^j||_2 \right), i, j = 1, \ldots, N, \text{.}
\]

where \( p_n^i \) denotes the \( n \)th row of \( v_i \).

**Sport scientific application**

Exemplarily for the 12 investigated matches, Figure 4 shows the RP of a match which resulted in a 0–0 draw. Basically, three different blocks can be recognized in the RP separated by more-or-less white bands. The first block starts with the kick off and lasts until about minute 35. The second block starts at about minute 42 and ends at about minute 80. Finally, the last few minutes of the match form the third block. The gap between the first two blocks occurred because there was a sequence of longer game interruptions. In contrast to the first block, the match only ran for some
seconds between the interruptions. They were free kicks at different locations on the pitch, a corner kick and a goal kick, all executed by the same team. The last 10 min of the match, the crunch time, were characterized by many interruptions accompanied by some yellow cards (four of five in this match) and two substitutions. Between those interruptions there were only short running match phases. Therefore, at the end of the match the pattern of the players differed from the other identified blocks. In particular, the first and the last blocks were different from each other. Inspecting the video of this match, a reason for this could be that the teams fulfilled precise tactical tasks at the beginning of the match whereas they behaved in a less ordered manner at the end of the match, when the home team tried to score in order to win the game by all available means. Another reason for this could be that the players were fatigued at the end of a match and usually ran shorter distances and less quickly during the final minutes [47,48].

Because the analysis above suggests that the structure of RPs might be influenced by game interruptions, a detailed analysis of the recurrence points per second was conducted. For reasons of effort, three matches of the data set were selected and in each match 20 randomly chosen minutes were observed. Figure 5 shows the number of recurrence points per second and the respective discrete states (build-up game, attacking game, throw-in, corner kick, goal shot, etc.) of the game from above for a snippet of 10 min. Generally, the graph suggests that there were more recurrence points per second during open play phases (build-up game and attacking game) than during set pieces (corner kick, free kick, goal kick and throw-in). A t-test based on the sample of the three matches supports this assumption (open play: mean = 182.4, SD = 167.8; set-play: mean = 106.2, SD = 107.6; p < .001). This means that the teams showed similar patterns during open play phases more often. This could be due to several reasons. First of all, soccer matches are usually interrupted for fewer minutes than they are running [49]. Additionally, there are a lot of
different reasons for set pieces, in particular free kicks, corner kicks and throw-ins, which take place at different locations on the field of play and cause different player patterns. Thus, it is obvious that there are fewer states set pieces can be similar to, and that there are fewer recurrence points during set pieces. Another reason why there were more recurrence points during open play could be related to the data set the study is based on. It consists of home games of a team which was one of the best teams in that season and which played quite dominantly. This probably biases

**Figure 5.** Recurrence points per second from one of the matches of the data set (result 0–0); discrete game phases are annotated.
the results towards the behaviour of this team. Moreover, the team’s playing style was characterized by long phases of ball possession during which the players were constrained to keep their tactical playing positions as unchanged as possible. Thus, the defending teams’ patterns also remained quite stable during such phases.

RQAs were conducted to analyse the small-scale textures of the investigated RPs. RR was 2.3% on average (SD = 0.6). Thus, there were a lot of different states and only a few of them were similar to each other. Although DET was 96.3% on average (SD = 0.4%) and LAM was 98.4% (SD = 0.2%) on average, the diagonal lines ($L = 5.5$, SD = 0.3) and vertical lines ($TT = 6.4$, SD = 0.3) were not very long on average. The RQA parameter DET suggests that the progress of the match was rather predictable. However, considering $L$ the match could only be predicted for a few seconds. Considering $TT$ there were stable states which were repeatedly approached during matches. However, this could be an artefact caused by the recurrence threshold of 9 m together with the match’s velocity. For instance, if nearly all players were moving slowly it would have taken a few seconds until every player had moved further than 9 m. In particular, the matches reached such phases when the dominant team was attacking and trying to find an opening while the defending team was well organized.

Finally, the RQA parameters were correlated with a few game statistics from the investigated matches (Table 1). Only for a few correlations, significant results were found. The covered distances of the teams were moderately to strongly correlated with $TT$. This was surprising since the more the players move during 90 min the faster the match could be and the less time the players stay at similar locations. Furthermore, the number of goals in a match seemed to influence the RP structure, the more goals were scored the less structured was the match. Although the number of recurrence points is not correlated with the number of goals, DET and LAM significantly decreased when more goals were scored. Finally, there was a tendency that the more shots on goal there were in a match the fewer recurring states existed. This allowed us to assume that goal shots were probably not results of repeatedly performed, practised passing sequences.

Concluding, RP and RQA can be useful methods to analyse the dynamic, complex system soccer match. Using a more heterogeneous data set, the resulting RPs could help to shed light on the structure of soccer matches. In particular, investigating the RPs and their structure prior to important game actions such as goal shots or goals is an obvious question that should be approached. Furthermore, RPs should be analysed with respect to their potential regarding identifying and analysing tactical behaviour.

**Conclusion**

The complex, dynamic systems approach is frequently used in sports to model competitions or athletes. This paper illustrates how RPs – a tool frequently used in physics or earth science – can be applied to, and subsequently used, to analyse complex, dynamic sport systems. The application of the tool depends on the investigated sport. If a system is composed of a lot of unknown and not measureable parts, according to our case study a summary variable could be determined which
describes the synergy of the components and is measurable. Based on such a measurement, the phase space reconstruction technique should be used for the RP construction to unfold hidden facets of a system’s dynamic. If several systems of the same type—such as golfers—are investigated, we recommend using the same phase space reconstruction. On the other hand, if there are many known and measurable parts a complex game sport system is composed of, the behaviour of those components should be measured and subsequently used as a multidimensional description of the system’s behaviour. We propose that such a detailed knowledge of the system’s behaviour does not require phase space reconstruction for the RP computation.

The choice of the recurrence threshold according to which states are assessed as similar is crucial because it determines how much information can be derived from the resulting RPs. Its determination depends on various factors such as whether there are several systems which are going to be compared in the context of sport scientific analyses. It is therefore recommended to use the same threshold for the different game sport systems under investigation. Using the average of the individual system’s thresholds turned out to be an appropriate choice.

The application of RPs to game sports allows a comprehensive view on sports performance, in particular its development over time. In particular, RQAs can help to shed light on the sporting performance of teams and individuals and can assist in answering sport scientific questions.
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